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 A crisis is a general part of a company’s life cycle. It presents the result of 

unfavorable developments and represents a serious threat to the life of the 

company. Therefore, if the company wants to survive, it must take corrective 

measures to avert negative developments. Especially mining and extraction 

companies belong to the industry, which has a significant position in the na-

tional economy due to the providing of the raw materials for other industries. 

However, dealing with a high risk of negative development. In the present 

global crisis, there is necessity to provide financial health of this sector, when 

financial health demands to achieve sufficient profit, as well as long-term li-

quidity to avoid possible bankruptcy. This means a situation when a given 

organization does not have the possibility to overcome bad financial health. 

Mainly, extraction companies from post-communist countries, as it is in a 

case of Slovakia, fight for their survival. For prediction of chosen extraction 

company development, we used multi-dimensional discrimination analysis, 

by a file of various financial and economic indexes, with aim to make a prog-

nosis of financial situation through achieved results and with correspondent 

reliability to rank the company among prospering or non-prospering compa-

nies. Results of the prognosis of the development in Extraction Company 

show negative impacts of the crisis to the firm’s economy during the evalu-

ated period and they become important assumption during elaboration of 

suggestions and recommendations for the firm´s recovering. Such recom-

mendations can be very timely in present changing economic environment 

and they can be very important for decreasing of negative impact of the eco-

nomic crisis in any extraction company. By avoiding the bankruptcy of single 

companies, the whole industry can develop. 
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INTRODUCTION 

Financial health presents an ability of the company to hold balance against changing conditions of the 

environment in relation to everyone participating in the business. Financial healthy company is able to 

evaluate invested capital to the measure demanded by shareholders. Results of financial analysis are 

different in companies from various sectors, since companies have different property and financial struc-

ture and different structure of economic result. Financial health demands achievement of sufficient profit 

and long-term liquidity. Bankruptcy means a situation when a given organization cannot overcome bad 

financial health. During the evaluation of financial health and prediction of financial problems of the com-

panies, various indexes served as input for the creation of various models. The main disadvantage of such 

approach, based on chosen statistic methods, is its limited time availability and complexity of model mod-

ification under changed conditions, conditioned by the availability of input data. The next problem many 

times is an improper structure of the input file. We must be very careful during selection of proper method, 

construction of the correspondent model and during its single interpretation, since it can lead to the con-

siderable bad estimation of its predictive ability. However, the advantage is it´s very good quality of pre-

diction during existence of qualitative data file (Altman, 2006). The disadvantage is determination of a 

strict boundary for the interpretation. It can lead to ranking of companies with almost identical values of 

financial indexes to various groups. The next disadvantage is that it does not consider in most cases pos-

sible relations between indexes, evaluated individually.  

According to Cybinski (2001), there are problems with the application of the classical statistical meth-

ods used for bankruptcy prediction. It is due to the following areas: assumption of bipolar independent 

variables, methodology for selected data files for sample companies (Ohlson, 1980), nonstationarity and 

instability of input file data (Mensah, 1984), the problem of nonstationarity and using of basic samples 

combination, financial reporting as a data source, time dimension (Balcaen and Ooghe, 2006).  

From the mentioned, there is obvious that it is proper to combine prediction methods. The goal of the 

contribution, in accord with above-stated problem, is to use a combination of the prediction methods for 

the Extraction Company, having a special position in the economy due to the risky business with an aim of 

finding the methods that prove the predicted situation.  

 

 

1. LITERATURE REVIEW   

Financial problems of companies are caused many times by access to credit (Akseli, 2012). Antoniades 

(2013) shows the crisis has given rise to new global debt relations. The recent debt crises in Europe and 

the U. S. states feature similar sharp increases. These debt experiences result from the ability of govern-

ments to interfere in private external debt contracts (Arellano et al., 2016). Booth et al. (2001) assess 

whether indebtedness and capital structure are portable across countries with different institutional struc-

tures, finding there are persistent differences across countries. But there is still a need to analyse this area 

in another grouping of countries and sectors.  

The specific group of tools for evaluation of the extraction company are certain methods for complex 

evaluation. Summary indexes are orientated to the determination of performance from the view of value 

creation or they present bonity indicators evaluating a company according to the ability to pay its debts.  

Long-time development evaluation used classical statistical methods for the development of a single-

dimensional discrimination analysis. Such methods mostly used classification procedures for distribution 

of companies to the group of prospering or companies with bankruptcy threat. The most used statistical 

method is multi-dimensional discrimination analysis, followed up by logit analysis (Altman et al., 2010). 

The next classification methods are risk index models (Ennouri, 2015), probit analysis, and linear proba-

bility models.  

Beaver (1967) was one of the pioneers of models for bankruptcy prediction, based on financial rate 

indexes. The result of this method is many times different from the practice, when the number of rate 

indexes has a non-linear dependence on bankruptcy status (Atiya, 2001). While using single dimensional 

model rate indexes, resulting from financial accounting, there is very difficult to evaluate the importance 

of one concrete index individually, since the majority of indexes connects together.  
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In reaction to this fact, Tamari (1966) understood that evaluation of financial health is impossible only 

by one index. The risk index model is a very simple point system, including various rate indexes, generally 

accepted as indexes of the financial health of the company. The risk index also regards the fact that some 

rate indexes have higher importance, compared with others, considered by weight of individual criteria 

(Kiseláková et al., 2015).  

In 1968, Altman applied the technique of multi-dimensional statistical analysis in connection with the 

prediction of bankruptcy and created a model, called Z-score model. During the following years, many 

studies published Altman Z-score model. Altman et al. (2010) determined a final Z-score model, regarding 

also new standards of financial reporting. For example, the Altman Z-score model presents a linear combi-

nation of these parameters: working capital / total assets, undivided profit / total assets, EBIT (Earnings 

before interest and taxes) / total assets, market value of equity / total indebtedness and sales / total 

assets (Altman, 1968). 

Taffler (1983) adapted values that do not correspond with UND through the transformation. The sec-

ond assumption before model development, based on MDA, is an assumption of dispersion matrix equality. 

Nevertheless, MDA models are very often applied in an improper way and conclusions are disputable (Ei-

senbeis, 1977). To remove such an improper way, during optimal score selection, deciding about the 

group, probability of mistaken evaluation should be considered (Zavgren, 1983). To the period when MDA 

where the clear dominant method for model creation, this method was replaced by less demanding statis-

tical techniques, for example logit analysis (LA), probit analysis (PA) and models of linear probability (LPM). 

Ohlson (1980) used first LA in the creation of his models. Zmijewski (1984) was, on the other hand, orien-

tated to PA. Till the present time LA is considered as a most favourable method for bankruptcy prediction. 

The number of studies using PA is less, since in comparison with LA, it demands a bigger number of calcu-

lations.  

Bhimani et al. (2010) analyzed the relation between chosen indexes and bankruptcy probability ac-

cording to data of Portugal joint stock companies, concluding interesting results. They included 11 financial 

rate indexes into the analysis and two non-financial indexes (volume of the company and its life cycle). 

They concluded that between the volume of the company (volume of total assets) and probability of bank-

ruptcy there is positive correlation. On the other hand, between the life cycle of the company and bank-

ruptcy probability, there is a negative correlation. In case the volume of the company would increase by 

one unit, probability of bankruptcy will increase by 0.013. In case the life cycle of the company would 

increase by one unit, bankruptcy probability will decrease by 0.001. Among financial indexes for bank-

ruptcy estimation following indexes have the best effective impact: interest cost / EBIT (increasing of the 

Index by one-unit increase the bankruptcy probability by 0.121) increasing the index by one-unit decreases 

probability by 0.058) and net working capital / total assets (increasing the index means probability de-

creasing by 0.041). Altman et al. (2010) dealt also with the possibility to enrich the models, constructed 

from financial indexes by qualitative characteristics. They add to the model, constructed by logistic regres-

sion only according to the financial indexes, constructed by Altman and Sabato in 2007, several non-finan-

cial indexes (connected with an audit, volume and life cycle of the company). They concluded that by adding 

of these qualitative characteristics classification ability of the model increased by 13%. They confirmed the 

hypothesis that between life cycle of the company and bankruptcy probability there is an indirect relation. 

In spite of mentioned, they concluded that while the company will be at the market during 3-9 years, there 

would be a direct relation between it´s life cycle and bankruptcy probability. This fact is possible to explain 

by effort of business to hold market position also in case of the financial problems, but when there is 

possible gradual increasing of losses, yet after several years’ single bankruptcy of the company can arise. 

Grunert et al. (2005) belonged to authors, confirming that models, consisting of financial and non-financial 

indexes report higher reliability during bankruptcy prediction in comparison with models, based only on 

financial or non-financial indexes. From the information mentioned, we see that any of the evaluation of 

the companies cannot use present models universally in time and space. In spite that any other model 

tried to solve shortages of the previous models, presently there is not clear if a universal model will arise 

according to the mathematical and statistical basis.  
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2. METHODOLOGY AND RESEARCH METHODS 

Prediction of company development is in chosen Slovakian extraction company. We used multi-dimen-

sional discrimination analysis, which predicts the situation in the company by certain file of various indexes 

with given weights to make a prognosis of the financial situation and to rank the company among prosper-

ing or non-prospering companies. The analysis is made by Altman, Taffler and in IN test.  

 

 

Altman model 

The model presents Altman test of credibility or Z-score. By multivariable discrimination analysis, the 

index predicts the future financial development of the company. Altman found out that the following in-

dexes reflect the best financial situation and its future development (Altman, 2006): 

X1 = net working capital/total assets,  

X2 = undivided profit/total assets,  

X3 = EBIT /total assets,  

X4 = market value of equity/debts,  

X5 = sales/total assets.  

 

Since the analyzed extraction company presents from the legal view limited companies, we used a 

constructed discrimination function for limited companies in the following equation:  

Z = 0.717 X1 + 0.847 X2 + 3.107 X3 + 0.42 X4 + 0.998 X5               (1) 

 

Altman defined for the model following classification conditions:  

Z < 1.20   financial situation is critical, bankruptcy is very probable, 

1.21 < Z < 2.89  area of vague results (grey zone), bankruptcy is possible, 

Z > 2.90   financial situation of the company is good. 

 

 

Index IN 

Index IN evaluates the financial health of the company by bonity and bankruptcy models. Index IN has 

modifications with several types, when Neumaier and Neumaierová (1995) modified the index for the post-

communist countries, having difficulties with creation of the value for creditors and owners. Since the an-

alyzed company is from post-communist countries, we used IN99, calculated as follows:  

IN99 = -0,017 X1 + 4,573 X2 + 0,481 X3 + 0,015 X4                                    (2) 

 

Where:   X1 = assets/debts, 

              X2 = EBIT /total assets, 

              X3 = sales/total assets,  

              X4 = current assets/short term liabilities.  

 

IN99 interpretation is following:  

IN99 over 2.070   Company creates value (achieves net profit),  

IN99 under 0.684   Company create negative value of net economic profit, 

IN99 in interval between 0.684 – 2.070 Uncertain future. 

 

 

Taffler model 

Taffler model presents the bankruptcy model (Taffler, 1983) developing a linear model with five rate 

indexes:  

T = 0.53 X1 + 0.13 X2 + 0.18 X3 + 0.16 X4                                     (3) 
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Where:  X1 = EBT/ short term liabilities,  

X2 = current assets / debts,  

X3 = short term liabilities / assets,  

X4 = sales / assets.  

 

Intervals for T index:  

T > 0.3  low probability of bankruptcy (company is financially healthy), 

T < 0.2  high risk of bankruptcy (company is considered as bankrupting). 

 

At the companies´ comparing, Taffler emphasized always that companies are from the frame of equal 

sector.  

 

 

3. DATA AND MATERIAL 

Due to the importance of the mining industry and it´s contribution to the national economy, we ana-

lyzed chosen extraction company in Slovakia. We used data from financial statements of the analyzed 

company, obtained from the publicly available database Register of Financial Statements in Slovakia 

(www.registeruz.sk). We also used data from own research in the area limitation of bankruptcy using in 

Slovakia (Csikósová et al., 2019) and actual data of sector analysis according to Trend Analysis (2017) 

and data from institution INFIN, ltd. (Medium values of financial indexes of economic activities in Slovakia, 

2017). In the evaluation of the present state of the sector, we used trend analysis of chosen economic 

indexes development in time series and their comparison. Finally, synthesis of factors that could influence 

improving of the competitive position of the sector has been considered.  

Before our own prediction of the company, we analyzed the overall economic situation in the mining 

industry. We compare how many companies are acting in V4 in time horizon 2014-2020. Table 1 illustrates 

the development.  

 

 
Table 1. Number of mining companies 

GEO \ TIME 2014 2015 2016 2017 2018 2019 2020 

Czech Republic 333 348 359 363 380 376 371 

Hungary 469 459 448 448 429 428 409 

Poland 1785 2 014 1 944 1 657 1 852 2008 2 054 

Slovak Republic 108 138 125 157 182 187 223 

Source: own processing according to Eurostat (2020) 

 

 

The decline in overall production occurred, which created the fear of a double-dip recession. The pro-

duction of the mining industry has not been in correlated relationship with overall economical productions 

in European countries. We can conclude that the mining industry had to some extend forecasted the com-

ing trend of GDP development in all European economy.  

The latest published prognosis of the future of mining globally shows (see Figure 1):  

− Rising overall demand for minerals. 

− Mineral demand vulnerability and risks. 

− Role of recycling and reuse.  

− Emission mitigation and reduction opportunities. (Regueiro and Alonso-Jimenez, 2021) 
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Figure 1. European mining trends (in % of world mining) 

 

Source: own processing according to Regueiro and Alonso-Jimenez, 2021 

 

 

The trend in the mining sector in Slovakia is very similar to industrial production. In the mining industry, 

it is also important to follow up the development of sales that is illustrated in Figure 2.  

 

 
Figure 2. Sales volume in mining industry in Slovakia in mil. EUR 

 

Source: processed according to Statistical office SR (2020) 

 

 

In general, it could be stated that mining increased in 2020 compared to 1995 by 239.76 mil. € per 

year, while the average year-on-year index in the analyzed period showed a level of 47.95. Due to the 

information mentioned it is very important to monitor the development tendencies of mining.  

 

 

4. EMPIRICAL RESULTS  

Consumption of aggregate in Slovakia during the last years decreased significantly and therefore, 

there is interesting to compare the development of consumption during the last years also with other mem-

bers of European association of the the aggregate producers (UEPG – European Aggregates Association), 

where members are grown-up country of the aggregate industry. Consumption of aggregate UEPG country, 
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including Slovakia (in representation with Slovak Association of Aggregate Producers) depends on the de-

velopment of the construction industry in Europe, from which UEPG estimation for aggregate consumption 

(based on which UEPG performs prognostic estimates of aggregate consumption) is developed for the 

following years (Pavelková and Knapková, 2005). Countries with moderate growth of aggregate consump-

tion and its decline in 2013 (including Slovakia) present the biggest group of countries and therefore we 

can say that they also present the most characteristic development of the aggregate consumption of UEPG 

members. The present situation in the aggregate industry in Slovakia illustrates Table 2. 

 

 
Table 2. Estimates of Aggregates Production Data 2008-2016 in Slovakia (mil.tonnes) 

Aggregates 2012 2013 2014 2015 2016 2017 2018 2019 2020 

Sand & Gravel  13 11 8 9 10 9 10 10 10 

Crushed Rock  21 19 18 16 13 13 15 20 16 

Total Production  34 30 26 25 23 22 25 30 26 

Source: own processing according to https://slovak.statistics.sk/ , 2020. 

 

 

Economical and financial crisis caused the development of the Slovakian aggregate industry that was 

similar in average as other member states UEPG. We must only believe that prognosis of Euro construct, 

UEPG for the next years will be achieved, and there would be repeated growth of aggregate consumption 

again in Slovakia. The chosen extraction company elaborates and sales products from crushed rock from 

andesite, 13lovak13ne, dolomite and limestone. It offers aggregate for the construction for production of 

the asphalt mixture, concrete, tracks seating, water buildings, as well as the dimension stone (Pavelková 

and Knapková, 2005). Table 2 gives a review of chosen development indexes in the extraction company.  

 

 
Table 3. Review of the chosen development indexes in the extraction company 

Index 2017 2018 2019 2020 

Production (tones) 1,114 709 1,500 409 1,417 340 1,170 650 

Volume of sale (tones) 1,037 964 1,430 747 1,185 566 1,367 007 

Sale (th. EUR) 6 714 9 471 7 311 8 937 

Stocks (th. EUR) 568 801 2 017 1 079 

Stocks volume (tones) 130 643 203 017 431 523 234 855 

Average sale price (EUR) 6.47 6.62 6.17 6.54 

Economical result (EUR) 609 025   1 037 616 450 370 477 765 

Source: own processing according to https://slovak.statistics.sk/ , 2020 

 

 

The organization obtained in area of the Slovak republic mining spaces, according to this statement, 

it obtained the right to elaborate mined raw material and mine. Except of reserved layers, organization 

mines also layers of not reserved raw material. 

In the following Table 4, there are mentioned items during evaluated period for calculation of indexes 

X1 – X5 due to the determination of Altman index and the calculated values of Altman index.  

 

 
 

 

 

 

 

 

 

 

 

https://slovak.statistics.sk/


  14 

Table 4. Input data and calculated values of Altman index 

 

 

 

As for the development of Altman index, during the evaluated period there was significant decrease of 

Altman index in 2020, since this year negative influence of the economic crisis started that is also a serious 

warning for the firm against negative development in the next years. Mentioned is illustrated in Figure 3.  

 

 
Figure 3. Development of Altman index 

 
 

Z < 1.20   financial situation is critical, bankruptcy is very probable, 

1.21 < Z < 2.89  area of vague results (grey zone), bankruptcy is possible, 

Z > 2.90   financial situation of the company is good. 

 

In Table 5, there are calculated values for Taffler index during the evaluated period. It calculates sim-

ilar rate indexes as Altman index.   

 

 
Table 5.  Input data and calculated values of Taffler index 

Index 2017 2018 2019 2020 

Short term property (EUR) 2,165 486  3,229 148 3,543 356 3,674 700 

Short term liabilities (EUR) 1,341 640   2,868 305 2,712 809 2,364 696 

Working capital (EUR) 823 846  360 843 830 547 1,310 004 

Total capital (EUR) 7,945 796  11,105 196 12,375 806 13,394 595 

Not divided profit (EUR) 768 687  1,249 928 547 730 597 736 

EBIT (EUR) 909 462   1,628 433 959 151 1,029 686 

Interest (EUR) 140 775  378 505 411 421 431 950 

Own equity (EUR) 615 027  1,649 324 2,099 160 4,070 286 

Foreign capital (EUR) 7,330 769  9,455 872 10,276 646 9,324 309 

Sales (EUR) 6,422 071  9,499 562 7,308 913 6,752 935 

Altman index 1.275  1.327  0.887  0.809 

Index 2014 2016 2018 2020 

X1 0.573 0.435 0.202 0.252 

X2 0.295 0.341 0.344 0.394 

X3 0.168 0.258 0.219 0.143 

X4 0.807 0.855 0.590 0.409 

Tafler index 0.500 0.456 0.284 0.246 



 15 

The value of Taffler index during the evaluated period has decreasing tendency and it does not reach 

in 2018 and 2020 value higher than 0.3 that predicts negative development of the financial situation of 

the extraction company for the next business period (see Figure 4).  

 

 
Figure 4. Development of Taffler test 

 
 

 

Table 6 illustrates input data and calculated values of Index IN99 during the evaluated period of the 

extraction company. 

 

 
Table 6. Calculation of IN99 index 

 

 

 

 

 

 

 

 

 

During 2014 and 2016, the index IN99 is in the frame of the so-called grey zone (ambiguous financial 

situation) and consequently, during 2018 and 2020 it has negative value of economical profit that means 

firm does not create value for its owners.  

 

 
Figure 5. Development of IN99 index 

 

Index 2014 2016 2018 2020 

X1 1.083 1.174 1.204 1.436 

X2 0.114 0.146 0.077 0.076 

X3 0.808 0.855 0.590 0.504 

X4 1.614 1.125 1.306 1.553 

IN99 0.915 1.06 0.635 0.588 
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DISCUSSIONS AND CONCLUSIONS  

Problems that resulted from the economic crisis also reached economy of the mining industry 

(Ishchenko, 2013). Mining companies recorded worsening of the economic and financial situation due to 

the decreasing of aggregate sale, average selling price, and profit and due to the increasing of stocks, 

liabilities and bank’s credits. Therefore, the company must make permanent and rapid decisions about 

saving, it must calculate with a long-term view of crisis development. Due to the prediction, it is very im-

portant to use available models for prediction of financial situation development, with consideration of 

specifics in area of mining business. Only by the way, the firm can obtain easy, rapidly and objectively 

proper decisions in area of its economy (Csikósová et al., 2000). 

During the elimination of the negative impacts of the crisis and due to the overcoming of the negative 

development, there is necessary to give increased attention to the management of working capital, since 

stocks, claims and financial means are very important. Such an element has to provide fluent production, 

sale, profitability and liquidity that are very important factors for the future development of the firm. Stocks 

increase has to transmit to the change of the production volume. During the management of claims there 

is necessary to decrease payment with a discount used during prompt payment (Grigonyté and Mak-

nickiené, 2014). In the decision about optimal level of financial means, it is necessary to result from the 

operative budgets for incomes and expense of the firm (gross cash flow) for the next period.  

Results of the prognosis of the development in concrete extraction companies serve as precious 

knowledge about the negative impacts of the crisis to the firm’s economy during the evaluated period and 

they become important assumption during elaboration of suggestions and recommendations for the firm. 

Such recommendations can be very timely in the present changing economic environment and they can 

be very important for decreasing the negative impacts of the economic crisis. Partial and final results pro-

vide a new glance to the solved problems, and they contribute to the enrichment of knowing about firm’s 

financial situation.  

Numbers of Slovakian companies’ overreach recommended level of indebtedness. In this way, they 

threaten their future actions. It is mainly due to high payments, bureaucracy and tax burden of business 

by useless state intervention to the market. In addition, such factors burden business in Slovakia to create 

positive values of indebtedness, but also external factors, which single companies cannot influence. There-

fore, they need to evaluate their own financial possibilities during obtaining of financial means for covering 

their property and when they overreach determined optimum, they need to find the proper alternative to 

it´s financing. The aim of the contribution was to analyze indebtedness in companies of chosen sectors 

and to find out possibilities to solve the problem. According to the results of the analysis, there were de-

termined areas of business, in which indebtedness is the highest and sectors with the lowest value of 

indebtedness. The area with the highest level of indebtedness and paying disability is the area of human 

resources. Companies in this sector have problems to cover their liabilities, and they do not use their own 

capital sufficiently. Companies with optimal indebtedness and economy are from area of information and 

communication. The subject of further research will be analyzing of indebtedness indicators correlation 

depends on property structure, cost, and revenues in the sectors. We believe the main implication of our 

results is the benchmark of chosen sectors from the view of indebtedness, which is possible to use for 

further determination of its development in individual V4 countries that present an important area for 

improvement of the European economy.  
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 The aim of the research is to analyse the relationship between fund size 

and the risks associated with investing in this type of stock. The research 

was conducted for two periods: before the pandemic and during the pan-

demic period. Standard deviation, semi standard deviation, Value at Risk 

and conditional Value at Risk were used as risk measures. This was carried 

out using a linear and quadratic regression model with lags. The research 

focused on stock and bond funds. The paper sets out two research hypoth-

eses: 1: The size of the fund has no significant effect on the risk of the 

investment; 2: The average risk values are equal for the group of equity and 

bond funds. The results show the existence of a relationship between fund 

size and risk for equity funds. This relationship is negative. In periods of high 

uncertainty, investing in larger funds is therefore associated with lower risk. 

This relationship is not found for bond funds. However, there are differences 

between the risk values for the group of equity and bond funds. However, 

there are differences between the risk values for the equity and bond funds 

group. 
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INTRODUCTION 

One of the many investment options is to entrust one's surplus funds to professional managers who, 

by an established investment policy, manage the collective funds to multiply them. One of the many in-

vestment options is to entrust one's surplus funds to professional managers who, in accordance with an 

established investment policy, manage the collective funds in order to multiply them. Investment funds 

are such a form of investment. However, regardless of the choice of fund type, investing in these instru-

ments involves risk. Thus, depending on the willingness to bear risk, the investor can choose either riski-

er funds (equity funds) or more secure funds (bond funds). The appropriate choice of investments from 

the investor's point of view is therefore very important here (Davar and Gill, 2007). 
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Stock markets are correlated with each other (Lin et al., 2014). Correlations that occur in one market 

spill over to related markets. These correlations can occur both globally and locally. This is shown, for 

example, by the reaction of stock exchanges to the outbreak of the COVID-19 pandemic, which took 

place in the stock exchanges of both developed markets and post-communist countries (Żebrowska-

Suchodolska et at., 2021). Due to the existence of different types of dependencies between stock ex-

changes, the same anomalies are observed for different types of markets. This is the case, for example, 

with calendar anomalies or, in the case of investment funds, the different determinants of fund perfor-

mance. 

The aim of the research is to analyse the relationship between fund size and the risks associated 

with investing in this type of stock. The research was conducted for two periods. The first was the period 

March, 2019-February 2020. The first was the period March 2019-February 2020. The second was the 

pandemic period, i.e. March 2020-February 2021. The research was performed using a linear and quad-

ratic regression model, where the explanatory variable was fund size equated with net asset value. 

Standard deviation, semi standard deviation, Value at Risk and conditional Value at Risk were used as 

risk measures. The research was conducted for the Polish market during the pandemic period and im-

mediately preceding it. Because the markets are linked to each other, the research will indicate to the 

investor of the appropriate choice of investment funds in terms of the relationship between fund size and 

risk. Indeed, it is often the investor's willingness to bear the risk that is an important determinant in 

choosing a fund type. The incentive here is not always even a higher return. In periods of various uncer-

tainties, this becomes even more important. The layout of the work is as follows. Chapter 1 is devoted to 

an overview of research related to the issue at hand. Chapter 2 characterises investment funds in Po-

land. The methods used for the research are described in Chapter 3. The results are presented in Chap-

ter 4 and the conclusions conclude the paper. 

 

 

1. REVIEW OF THE LITERATURE 

From an investor's point of view, the key is the investment performance of the funds and the associ-

ated risks. Much attention is paid in the literature to the study of the investment performance of funds. It 

relates to issues related to the achievement of outcomes above the benchmark. Efficiency is examined 

based on historical data in the expectation that the fund will achieve similar results in the future. At the 

same time, various factors that affect this effectiveness are looked for. One of the factors influencing 

fund performance is the size of the fund, most often identified as net asset value.  

There are many studies in the literature which testify to the impact of the size of the fund on its per-

formance. These relationships are both positive ( (Holmes and Faff, 2007), (Gharghori et al., 2007), 

(Amenc et al., 2004), (Liang, 1999), (Chen et al., 2004)) and negative ((Ammann and Moerth, 2005), 

(Becker and Vaughan, 2001), (Yan, 2008)). In addition, the relationship between the size of the fund and 

its result may take the form of a linear relationship, but also a quadratic one (Brennan and Hughes, 

1991; Tang et al., 2012; Indro et al., 1999; Bodson et al., 2011). Apart from the established relation-

ships between fund size and performance, there are studies that do not show such relationships (Dellva 

and Olson, 1998; Ferreira et al., 2012; Gregoriou and Rouah, 2003). For the Polish market, research was 

conducted by Białkowski and Otten (2011) and Filip (2017). The results of Białkowski and Otten (2011) 

indicate the existence of a significant relationship between management effects and fund size. Filip 

(2017), on the other hand, showed a slight significance of the results using the linear regression method, 

but did not indicate the existence of significant relationships using quadratic regression. Filip (2017), on 

the other hand, showed a slight significance of the results using the linear regression method but did not 

indicate the existence of significant relationships using quadratic regression. 

Inherent in investing is the risk incurred. Research related to risk can address either the types of risk, 

its volatility or the determinants that may affect risk. Risk can be understood in a classical or non-

classical way. In the latter sense, risk means a loss for the investor from the decision made. One of the 

measures is Value at Risk (Tehrani et al., 2014). Risk can also be considered from a local (Meldrum, 

2000; Kosimidou et al., 2008) or global perspective, often divided into developed and developing mar-
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kets (Damororan, 2013). Risk is also studied in times of financial and political crises (Ikizlerli and Ülkü, 

2020). Factors that may influence this instability are also being looked for (Mishkin, 1999).  

In the case of investment funds, studies show that risk exposure increases when managing multiple 

funds simultaneously (Bryandt and Liu, 2011). By expecting a higher rate of return, the investor also ac-

cepts a higher risk. A negative relationship between fund size and total risk was noted by Gyourko and 

Nelling (1996). Amman and Moert (2008) studied the dependence of the size of a hedge fund on risk, 

rates of return and the Sharpe ratio. Both the linear and the quadratic relationship were investigated. 

The results indicate that larger funds achieve worse results. There is also a negative relationship be-

tween standard deviation and fund performance ( Filip, 2017). 

Since there is little work on research into investment funds during a pandemic, this work fills the gap 

in research into the relationship between fund size and risk. In addition, it compares the results obtained 

for the pandemic period with the results from the period immediately preceding it. The period of a pan-

demic is a period of great uncertainty, which makes investigating the risk situation particularly important.  

Studies based on linear and quadratic regression treat risk as the explanatory variable of the model. The 

author's contribution is also the understanding of risk in the context of loss for the investor. The research 

will indicate to investors whether the size of a fund can be a determinant of its risk. 

 

 

2. INVESTMENT FUND MARKET IN POLAND AND DESCRIPTION OF THE DATA 

Investment funds have existed in Poland for almost thirty years. It is a relatively young but developing 

market. It accounts for 8.5% of the share of total household savings in Poland (data as at the end of Sep-

tember 2021) and is ranked 4th in this structure.  

The basic division of investment funds operating in Poland results from statutory regulations. A dis-

tinction is made between open-ended, specialised open-ended and closed-ended funds. At the end of 

2019, there were 1391 funds and sub-funds in Poland. Over five years, i.e. the period 2015-2019, open-

ended funds accounted for 23.5% - 24.6% of all funds. They are in third place, after closed-end and spe-

cialised open-end funds (SFIO).  

One of the fund's characteristics is its net asset value. These are all the fund's assets minus its liabil-

ities. The value of the entire property of the fund depends both on its valuation but also on the number of 

participants. The largest number of closed-end funds (FIZ) also translated into their net asset value, 

which in 2019 amounted to PLN 143 billion (Figure 1). They accounted for 46.9% of all assets. Despite 

the changing value of net assets over the years, the share of closed funds amounted to approximately 

50%. In the case of open-end funds (FIO), the funds achieved the highest value of net assets in 2019. 

This value accounted for 36.07% of all assets. However, the smaller number of open-end funds com-

pared to specialist funds resulted in a greater share in the total value of assets. 

 
Figure 1. Net asset value of investment funds (in billion PLN), data as of Q4 2019 

 

Source: own compilation based on National Bank of Poland (2022). 
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One division of open-ended funds is between equity, balanced, debt securities, stable growth and 

other funds (Figure 2). Debt securities funds accounted for the largest share among open-ended funds 

(70% in 2019). Equity funds came next, with a share of 15.4% in 2019. Although their net asset value 

was at a similar level, their share of the total net asset value successively decreased over the five years. 

 

 

 

Figure 2: Net asset value of investment funds by type (in PLN billion), data as of Q4 2019 

Source: own compilation based on National Bank of Poland (2022). 

 

 

The combined share of equity and debt funds in 2019 was 85.4% of the value of open-ended funds. 

Due to the large share of these types of funds in the open-ended fund market and the extreme levels of 

risk that accompany them, they became the focus of the author's research. In order to further consider 

the level of risk, the least risky ones - funds investing in government bonds - were selected from among 

the debt securities funds.  

Another criterion that was imposed on the funds selected for the research was their existence at 

least one year earlier than the adopted research period. The aim here was to avoid the new funds’ effect, 

the occurrence of which was found in many markets. All these imposed conditions made it possible, in 

effect, to accept 50 stock funds and 17 bond funds for the research.  

The research objective set in the paper will be pursued through the verification of the following re-

search hypotheses: 

Hypothesis I: the size of the fund has no significant impact on the risk of the investment. 

Hypothesis II: the average risk values are equal for the group of equity and bond funds  

 

 

3. RESEARCH METHODOLOGY 

The risk is often equated with the uncertainty related to obtaining the effect inconsistent with the 

expectations. Depending on how it is understood, risk measures can be divided into several groups: vola-

tility, vulnerability and risk measures, or according to the neutral and negative concepts. The first group 

consists of measures of variability, represented in the neutral concept by standard deviation: 

     (1a) 

where N – sample size,   - investment return rate where  is the value of the fund's 

units A in period t,   - mean. 
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The standard deviation as a measure of the dispersion of rates of return from their mean value is 

identified with the total risk. A higher value of volatility here corresponds to a higher risk. Both positive 

and negative deviations are taken into account. 

In the negative risk concept, only negative deviations from the mean are taken into account. Such a 

measure is the semi standard deviation. It only takes into account negative deviations from the mean, so 

the risk is understood here as the loss an investor makes on an investment: 

    (1b) 

where  - minimum required rate of return over the period under review. 

When expecting to make a profit, is often taken to be zero. If r the coefficient   

takes the value zero, while if the coefficient is equal to 1. 

Another group of risk measures are the measures of risk, which define the borderline level of risk 

understood as the probability of unfavorable or favorable events. Risk measures include include Value at 

Risk and Conditional Value at Risk. 

Value at Risk is the value of the predicted loss that will be achieved and will not be exceeded with a 

certain probability. It is calculated using the formula (Jorion, 2006): 

                 (2) 

where  -quantile of the standardised normal distribution. 

Due to the way VaR is determined, it is not possible to estimate the value of the loss above the VaR. 

The problem of coherence is solved by CVaR, which is determined using the formula: (Albrecht and Ko-

ryciorz, 2003):  

          (3) 

where  - density function of the normal distribution. 

 

Hypothesis I was verified by examining the relationship between risk and the size of the fund equat-

ed with its net asset value. Linear regression was used for this (Aczel and Sounderpandian, 2009). The 

relationship in the linear version was examined using the model: 

    (4) 

where    - average value of investment risk in the ith month,   - average net asset value in the 

ith month. 

Parameter estimators will be denoted by the same symbols as the structural parameters. The signifi-

cance of the a1 parameter proves the sensitivity of risk from investment in funds to a change in its size. A 

positive value indicates risk and fund size following in the same direction, while a negative value indi-

cates behavior in the opposite direction. To study the significance of the a1 parameter, the statistic    

 was used. The value of the statistic is compared with the critical value read from the Student's 

t-tables for the assumed significance level alpha and n-2 degrees of freedom. If the value of the statistic 

is greater than the critical value, then the null hypothesis that a1 = 0 can be rejected. 

To investigate the quadratic relationship, the following model was built: 

  (5) 

The interpretation of parameter a1 is analogous to the linear regression model. On the other hand, 

the positive value of the a2 parameter, because it is squared, gives information about the impact of the 

size of the fund on its risk, both with a positive and negative value of the variable. The research also took 

into account lagged fund size variables, both in the linear and quadratic form: 
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     (6) 

   (7) 

where  - average value of investment risk in month i, - average size defined by its net 

asset value in month i-1, ln - natural logarithm.  

One-way ANOVA was used to verify hypothesis II. The null hypothesis was made that the average val-

ues of the indicators are equal (for equity and bond funds) to the alternative hypothesis that at least one 

value differs from the others. The test statistic of the form F = MSTR / MSE has an F distribution with n-1 

and n-k degrees of freedom (Aczel and Sounderpandian, 2009). The research was conducted in two pe-

riods: before the pandemic (March 2019-February 2020) and during the pandemic period (March 2020-

February 2021). This will allow the results to be compared and it can be seen whether any observed rela-

tionships tend to be stable. 

 

 

4. RESULTS 

Daily unit values were used for the study, for which monthly mean values of risk measures such as 

standard deviation, semi standard deviation, Value at Risk and Conditional Value at Risk were deter-

mined. Table 1 shows the average values of the individual risk measures and other characteristics over 

the two study periods for equity and bond funds. 

 

 
Table 1. Basic statistics for equity funds and bonds in two analyzed periods 

Rate of return Equity funds Bond funds 

 I II I II 

mean -0,0006 0,0010 0,0001 0,0002 

median -0,0002 0,0008 0,0001 0,0001 

standard deviation 0,0020 0,0041 0,0003 0,0017 

kurtosis 2,9499 1,5009 7,9975 166,8695 

skewness -1,4551 -0,5955 -0,7311 12,2713 

minimum -0,0103 -0,0190 -0,0018 -0,0027 

maksimum 0,0039 0,0119 0,0017 0,0232 
 

Source: own calculation 

 

 

The results of average rates of return for equity funds in the second period exceed those in the first 

period. In addition, the results are negative, indicating that the announcement of the pandemic had al-

ready occurred in asset valuations in the period immediately preceding the pandemic period. In period 

two for equity funds, the performance of returns, as measured by the mean and median, was already 

positive. Despite the positive performance of the averages in the period, a high degree of uncertainty can 

be observed. The variability of the results, measured by the standard deviation or the kurtosis, is greater, 

indicating that there is less clustering around the mean than in the normal distribution.  
 

The results for bond funds are different. Average performance appears to be very similar in both pe-

riods. However, the kurtosis and skewness results indicate different patterns here. More similar results 

to the mean occur in period two, but more results are then concentrated below the mean. In period one, 

there is a greater dispersion of results, and the slight negative asymmetry indicates the occurrence of 

results above the mean. 
 

Basic statistics were also determined for monthly net asset values.  These are presented in Table 2. 
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Table 2. Size of equity and bond funds (in PLN million) 
 

Net assets Equity funds Bond funds 

 I II I II 

mean 199.14 181.84 605.50 723.98 

median 104.70 96.59 188.59 227.68 

standard deviation 237.04 214.82 767.23 968.65 

kurtosis 1.88 2.58 0.40 1.49 

skewness 1,77 1.85 1.32 1.59 

minimum 0.84 0.70 17.39 17.37 

maksimum 956.92 995.56 2676.90 3961.10 
 

Source: own calculation 

 

 

The period of the pandemic decreased the value of net assets for equity funds and increased them 

for bond funds. The average size of the fund for the equity fund was PLN 181.84 million (a decrease of 

8,69%), and in the case of the bond fund PLN 723.98 million (an increase of 19,57 %). The differences 

in the size of funds are also large here, as the coefficient of variation is at the level of 75% -85%. The 

standard deviation, both for equity funds and bonds, exceeds the average values. Large variation also 

translates into a large discrepancy between the mean and the median. The obtained results in terms of 

high differentiation provide the basis for further, more detailed research on the impact of the size of the 

fund on its risk level. The determined values of the risk measures were the basis for building the linear 

and quadratic regression models. The results of the estimation of the linear and quadratic regression 

parameters are presented in Tables 3-6. 

 

 
Table 3. Estimation results for equity funds in the first period 
 

Model/variable 

explained 
 standard deviation 

Semi stand-

ard deviation 
VaR CVaR 

(4) a0 0.99*** 1.16*** 2.07*** 2.57*** 

 a1 -0.05*** -0.06*** -0.11 -0.13*** 

 R2 0.65 0.71 0.64 0.68 

(5) a0 0.99*** 1.16*** 2.07*** 2.57*** 

 a1 0 0 0 0 

 a2 -0.03*** -0.03*** -0.05*** -0.07*** 

 R2 0.65 0.71 0.64 0.68 

(6) a0 0.24 0.23 0.35 0.48 

 a3 -0.01 -0.01 -0.02 -0.02 

 R2 0.01 0.01 0.01 0.01 

(7) a0 0.24 0.23 0.35 0.48 

 a3 0 0 0 0 

 a4 -0.01 -0.01 -0.01 -0.01 

 R2 0.01 0.01 0.01 0.01 
 

Source: own calculation 
 

*, **, *** denote rejection of the null hypothesis at a significance level of 0.1; 0.05; 0.01 

 

 

For equity funds in the first period, the results regardless of the type of risk taken into account are 

very similar to each other. However, the results of the estimation of the parameters of the individual 

models are already different. The values of the coefficients are statistically significant for models (4) and 

(5). Thus, the size of the fund significantly influences the risk identified both as standard deviation, semi 

standard deviation, VaR and CVaR. The relationship is statistically significant in both linear and quadratic 

forms. The values of the coefficient of determination range from 64% to 71%. The highest fit here is for 

models (4) and (5) where the explanatory variable is semi standard deviation. However, the relationship 
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is negative. For the remaining models (6) and (7), the coefficient of determination is 1%, which translates 

into no statistically significant model coefficients. This means that past fund size has no impact on risk.  

 

 
Table 4. Estimation results for equity funds in the second period 
 

Model/variable 

explained 
 standard deviation 

Semi stand-

ard deviation 
VaR CVaR 

(4) a0 1.18*** 1.14*** 2.24*** 2.73*** 

 a1 -0.06*** -0.06*** -0.12*** -0.14*** 

 R2 0.62 0.58 0.58 0.59 

(5) a0 1.18*** 1.13*** 2.24*** 2.73*** 

 a1 0 0 0 0 

 a2 -0.03*** -0.03*** -0.06*** -0.07*** 

 R2 0.62 0.58 0.58 0.59 

(6) a0 0.34** 0.05 0.18 0.32 

 a3 -0.02** -0.00 -0.01 -0.02 

 R2 0.42 0.01 0.04 0.09 

(7) a0 0.34** 0.05 0.18 0.32 

 a3 0 0 0 0 

 a4 -0.01** -0.00 -0.00 -0.01 

 R2 0.42 0.01 0.04 0.09 
 

Source: own calculation 
 

*, **, *** denote rejection of the null hypothesis at a significance level of 0.1; 0.05; 0.01 

 

In the second period for equity funds, the results appeared to be similar to the first period. The high-

est values of the coefficient of determination were in the case of models 4 and 5, although slightly lower 

than in the first period. The model in which the dependent variable was the standard deviation showed 

the best fit. The statistically significant parameter values indicate the existence of both a linear and a 

quadratic relationship between the size of the fund and its risk. In contrast to the first period, in the sec-

ond period the values of statistically significant parameters were additionally observed in models 6 and 

7, when the dependent variable was the standard deviation. However, the fit here was smaller than for 

models 4 and 5. Thus, the size of the fund in the earlier period affects the risk identified with the stand-

ard deviation. The observed relationships for both models 4-5 and 6- are negative, similar to the first 

period. Thus, an increase in the size of the fund indicates from some point that less risk is achieved. 

 
Table 5. Estimation results for bond funds in the first period 
 

Model/variable 

explained 
 standard deviation 

Semi stand-

ard deviation 
VaR CVaR 

(4) a0 -0.04 0.03 -0.07 -0.08 

 a1 0.00 0.00 0.00 0.00 

 R2 0.09 0.1 0.11 0.11 

(5) a0 -0.04 -0.03 -0.07 -0.08 

 a1 0 0 0 0 

 a2 0.00 0.00 0.00 0.00 

 R2 0.09 0.1 0.11 0.11 

(6) a0 -0.02 -0.02 -0.04 -0.05 

 a3 0.00 0.00 0.00 0.00 

 R2 0.02 0.04 0.04 0.04 

(7) a0 -0.02 -0.02 -0.04 -0.05 

 a3 0 0 0 0 

 a4 0.00 0.00 0.00 0.00 

 R2 0.02 0.04 0.04 0.04 
 

Source: own calculation 

*, **, *** denote rejection of the null hypothesis at a significance level of 0.1; 0.05; 0.01 
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Table 6. Estimation results for bond funds in the second period 
 

Model/variable 

explained 
 standard deviation 

Semi stand-

ard deviation 
VaR CVaR 

(4) a0 0.13 0.07 0.19 0.25 

 a1 -0.01 -0.00 -0.01 -0.01 

 R2 0.03 0.03 0.02 0.02 

(5) a0 0.13 0.07 0.19 0.25 

 a1 0 0 0 0 

 a2 -0.00 -0.00 -0.00 -0.01 

 R2 0.03 0.03 0.02 0.02 

(6) a0 0.06 -0.01 0.04 0.07 

 a3 -0.00 0.00 -0.00 -0.00 

 R2 0.00 0.00 0.00 0.00 

(7) a0 0.06 -0.01 0.04 0.07 

 a3 0 0 0 0 

 a4 -0.00 0.00 -0.00 -0.00 

 R2 0,00 0,00 0,00 0,00 
 

Source: own calculation 
 

*, **, *** denote rejection of the null hypothesis at a significance level of 0.1; 0.05; 0.01 

 

 

In the case of bond funds, there are no relationships between the variables, both in the first and 

second sub-periods. The fit of the models to the empirical data is very low here, so one would have to 

look for other factors influencing risk.  
 

Hypothesis I is therefore confirmed for bond funds and not confirmed for equity funds. The results 

obtained for equity funds are similar to those obtained for such funds in other markets (Gyourko and 

Nelling (1996). Amman and Moert (2008)). A negative relationship was also obtained by Filip (2017) for 

equity funds on the Polish market in the period 2000-2015 for the risk identified with Tracking Error. 
 

Hypothesis II was verified by comparing the value of risks for the two groups, which were equity and 

bond funds. A one-factor ANOVA was used for the study. Both standard deviations, semi standard devia-

tion, VaR and CVaR were taken as risks. The results of the F-statistic are presented in Table 7. 

 

 
Table 7. One-way ANOVA verification results 
 

Period risk F p-value 

I Standard deviation 37.15*** 3.91E-06 

 
Semi standard devia-

tion 
18.92*** 0.00 

 VaR 26.90*** 3.36E-05 

 CVaR 26.93*** 3.33E-05 

II Standard deviation 16.91*** 0.00 

 
Semi standard devia-

tion 
16.91*** 0.00 

 VaR 11.78*** 0.00 

 CVar 12.75*** 0.00 
 

Source: own calculation 
 

*, **, *** denote rejection of the null hypothesis at a significance level of 0.1; 0.05; 0.01 

 

 
The obtained results of the F-statistic indicate that there are differences between the risk values for 

the group of equity and bond funds. Thus, hypothesis II is verified negatively. Thus, irrespective of the risk 

taken into account, the mean values in the groups differ from each other.    
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CONCLUSIONS 

The aim of the research was to check the relationship between the size of the fund and its risk. Equi-

ty and bond funds in the period preceding the pandemic and in the initial period of the pandemic were 

accepted for the study. The size of a fund, measured by its net asset value, is a reflection of the market 

perception and confidence in a particular fund. This influences, for example, the fund's lower investment 

costs due to economies of scale. However, in periods of high market uncertainty, it can be difficult for 

large funds to react quickly to the prevailing situation (Beckers and Vaughan, 2001). This is influenced, 

for example, by the lack of market timing property.  

The hypothesis I tested was verified positively for bond funds. Here, size does not affect the risk in-

volved. Thus, other factors not included in the model play a greater role here than fund size. In the case 

of equity funds, the size of the fund significantly influences its risk, both in the pre-pandemic period and 

the initial pandemic period. The relationship examined was found to be both linear and quadratic. In both 

sub-periods, the relationship is negative. This may indicate that the Polish market is developed and its 

performance is comparable to that of other markets. On the other hand, the interconnectedness of the 

markets means that the results obtained are likely to give similar indications on other markets that are 

comparable in terms of the level of development.  

The results obtained also show that, in a period of high uncertainty, the relationship between fund 

size and risk found in the earlier period is still present. Interestingly, it is still negative. Thus, in periods of 

great turbulence, the fund size here is positive. Confidence in such a fund has the potential to reduce the 

risk associated with investing in a portfolio of assets during a period of huge volatility. In addition, during 

the initial period of the pandemic, it was observed that there was an effect of fund size from the earlier 

period on the risk identified with the standard deviation. Such a relationship was not present in the peri-

od before the pandemic period. Such high uncertainty and volatility in the capital market, therefore, in-

fluenced the dependence of risk on the prior period. However, this conclusion is dependent on the specif-

ic measure of risk.  

A comparison of the different groups of funds between each other, which are equity and bond funds 

in terms of risk, shows that there are significant differences between them. Thus, other model estimation 

results can confirm this. 

In periods of such high uncertainty, such as the lead-up to a pandemic and the initial period of a 

pandemic, an investor choosing equity funds despite this uncertainty should focus on funds that are 

large in terms of net asset value, as these will provide less risk.  

Further research by the author will attempt to look for the influence of other factors on the invest-

ment performance of funds and to classify their importance.   
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 It is important to understand the nature of the relationship between reve-

nue, government spending and economic growth for any given country. 

Thus, the main objective of this research is to assess the relationship 

among non-oil revenue, government spending and economic growth in 

Bahrain. The study used annual time series data for the period from 1990 

to 2020 collected from the Arab Monetary Fund (AMF) and Central Bank of 

Bahrain (CBB). This paper used time-series Vector Error Correction Model 

(VECM) approach of stationarity test, cointegration test, stability test and 

Granger causality test. Moreover, Impulse Response Function (IRF) has also 

been generated to explain the response to shock between the variables. 

The overall findings showed that government spending appears to be the 

main source for economic growth in Bahrain, therefore, in order to stabilize 

economic growth in Bahrain, government spending management needs 

reforming and income sources diversity is certainly required. On the other 

hand, the findings also revealed that the contribution of non-oil revenue had 

a greater effect on the shocks of economic growth. The findings of this 

study will be valuable and extremely useful to the policymakers to conduct a 

suitable fiscal reform in Bahrain. 
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INTRODUCTION 

Since the seventies, and particularly following the second oil shock, there has been a great deal of 

attention to the relationship between government revenue, government spending and economic growth. 

This subject is, however, very crucial since both developed and developing governments are suffering 

persistent budget deficits particularly in the aftermath of the COVID-19 crisis with weak macroeconomic 
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conditions.  Therefore, exploring and identifying this connection becomes a vital issue for an efficient fis-

cal policy. In fact, implementing an effective and efficient fiscal policy is crucial to promote stability, and 

sustainable economic growth. 

Bahrain is a small and open economy with its economic growth being unstable and unpredictable in 

recent years, especially with the fluctuation in oil prices. Although Bahrain's economy is somewhat diver-

sified compared to the rest of the Gulf Cooperation Council countries (GCC), as Bahrain's non-oil sectors 

are the main engines of economic growth, persistent oil prices changes and declining trends often hinder 

Bahrain's economic growth. In fact, Bahrain running public deficit since the 2014 oil price crash as 

shown in table 1.  

 

 
Table 1. Bahrain main indicators for the period (2016-2020) 

Main indicators 2016 2017 2018 2019 2020 

Budget balance (% of GDP) -17 -14.2 -11.9 -10.6 -13.1 

Public debt (% of GDP) 82.1 88.1 95.1 103.4 128.2 

GDP (% real change) 1 1.8 1.7 2.1 -5.1 

Non-oil revenue (% of GDP) 21.1 24.5 20.6 28.1 21.6 

Government expenditure (% of GDP) 32.1 33.9 32.3 35.7 34.6 

Source: Central Bank of Bahrain, Annual reports for the period (2016-2021). 

 

 
The increase of the public deficit has led to a rapid rise of the government debt, which is currently 

the highest in the GCC it is reached 128% of GDP in 2020 and therefore, fiscal reforms become a priority 

to enhance economic growth and to rebalance its public finances and prevent an unsustainable situa-

tion. The Bahraini government has responded to this crises and developed a new economic growth and 

fiscal balance plan to achieve mainly fiscal balance by 2024. The plan focuses on reducing expenditure 

by reducing government operating expenditures, enhancing the efficiency of project budgets. The other 

part of the plan will focus on developing non-oil government revenues. The non-oil economic activities 

are expected to contribute significantly to growth in the coming years according to the World Bank report 

(World Bank, 2019) 

The aim of the fiscal policy in Bahrain intends to achieve the government’s economic goals in order 

to meet the population’s growing needs as well as to provide social services by directing government 

spending towards building new and quality infrastructures, to improve the overall education levels, 

healthcare and housing so that the standard of living can be improved gradually. Therefore, fiscal policy 

becomes an important economic tool for a country like Bahrain to achieve both macroeconomic stability 

and socio-economic development. In this context, the debate on the relationship between government 

revenue and government expenditure and their impacts on economic growth has become a very im-

portant issue as well as a priority for researchers and government officials. 

The existing of fiscal deficit confirms in what way a mishandling of fiscal plan may jeopardize the well-

being of the country, and obviously an efficient and appropriate budgetary policy can guarantee steady 

state economic growth and social stability. Therefore, it is crucial and important to investigate whether 

there is any presence or absence of interdependence between non-oil revenue and government spend-

ing in Bahrain in the long-term. In fact, there is very limited literature on this issue for Bahrain. Therefore, 

the aim of this paper is to bridge this gap by investigating the relationship among non-oil revenue, gov-

ernment spending and economic growth for Bahrain for the period (1990-2020). 

Consequently, the remainder of this document is structured in three sections: the first section pre-

sents the literature review; the second section summaries the methodology and data source; the third 

section presents results and their respective discussion; and finally, the general conclusions.   
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1. LITERATURE REVIEW 

There are many previous studies on the empirical relationship between revenue and spending on the 

part and government expenditure and economic growth on the other for both developed and developing 

countries using different methods. Some studies have focused on the relationship between government 

revenues and government expenditures, while some others have investigated their impact on several 

macroeconomic indicators, mainly economic growth. However, the nature of this relationship is uncertain 

according to applied studies.  

The following are some of the previous relevant studies, D. Sinha (1998) examined the relationship 

between government expenditures and China's GDP and found a strong positive relationship between 

both variables. The Granger causation test showed that there is evidence of one-way causation, with 

causation running from government spending to GDP. In Malaysia, WTsen and L. Kian-Ping (2005) exam-

ined the relationship between the government revenues and government expenditures for the period of 

1965 to 2002 by employing Augmented Dickey-Fuller and Phillips-Perron unit root tests, and Johansen’s 

Cointegration and ECM. The results supported the tax-spend hypothesis. In other words, government 

revenues Granger-Cause government expenditures in Malaysia. T. Chang and G. Chiang (2009) investi-

gated the relationship between government revenues and government expenditures in 15 Asian coun-

tries over the period of 1992 to 2006 and found bi-directional causal relationship between government 

expenditures and government revenues in both long run and short run. F. Kreishan (2007) investigated 

the long run relationship between economic growth and government expenditures, also known as Wag-

ner's law, for the period of 1967 to 2005 by employing cointegration technique and Granger Causality 

tests. The findings revealed that there was a long-run relationship between government expenditures 

and GDP and government expenditures Granger Cause economic growth in Jordan. On the other hand, A. 

Saed and S. Al-Tarawneh (2016) showed in their study the existence of a long run equilibrium between 

economic growth rates and fiscal policy variables in Jordan. 

In oil exporting countries, such as Saudi Arabia, which heavily depends on oil exports as the main 

source of government revenues, K. Al-Qudair (2005) studied the long run relationship between govern-

ment expenditures and government revenues for Saudi Arabia. The result shows bi-directional causality 

between government revenues and expenditure, which supports fiscal harmonization hypothesis, this 

result supports earlier study done by U. Fasano and Q.Wang (2002) on Saudi Arabia. The study focussed 

on the response of economic growth to government spending, without considering the effect of non-oil 

sectors. 

At the same context, A. Al-Khulaifi (2012) examined the relationship between government revenues 

and government expenditures in Qatar by employing time series analysis techniques for the period of 

1980 to 2011. The findings reveal that the variables are cointegrated and show unidirectional causality 

that runs from government revenues to government expenditures, and thus it supports revenue-spending 

hypothesis. A. Ahmad and S. Masan (2015) empirically examined the short run and long run relation-

ships between oil revenues, government expenditures and economic growth in Oman using the Johan-

sen’s multivariate cointegration techniques for the years 1971-2013.   The result showed a long run rela-

tionship between GDP, government expenditure and oil revenue. However, government expenditure ap-

pears to be the main cause for economic growth in the long and short run. F. Kreishan, et al., (2018) 

investigated the short run and long run relationship between oil revenues and government expenditures 

in Bahrain. The empirical results revealed that there is unidirectional causality runs from government 

revenues to government expenditures. 

Similarly, P. Srinivasan (2013) conducted a similar study to find out the causality between public ex-

penditure and economic growth in India applying cointegration approach and error correction model. 

Time series analysis was carried out for the period 1973-2012. It was found that there is a long-run rela-

tionship between public expenditure and economic growth in India. However, the empirical results 

showed one-way causality running from economic growth to public expenditure in the short and long run.  

L. Rosoiu (2015) analyzed the impact of the government revenues and government expenditures on 

the economic growth in Romania. The study employed Granger Causality test through cointegrated Vector 

Auto-Regression; VAR, techniques to determine whether government revenues have any influence on 
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government expenditures. The study concludes that there is bi-directional causality between government 

revenues and government expenditures and GDP increases in both cases. O. Aregbeyen and B. Kolawole 

(2015) examined the relationship between oil revenues, government expenditures and economic growth 

in Nigeria for the period 1980-2012. They used econometric methods which included Granger Causality 

test to identify the direction of causality and the impacts on each variable. The results showed that oil 

revenue Granger-Causes total government expenditures and economic growth, while there was no-

causality between government expenditures and economic growth.  

Moreover, T. Chirwa and N. Odhiambo (2019) investigated the nexus between key macroeconomic 

determinants and economic growth in Zambia by employing the Autoregressive Distributed Lag model to 

test for Granger causality covering the period 1970-2015. The empirical results revealed that there are 

three distinct Granger causality hypotheses that exist in Zambia related to economic growth. The domi-

nant hypothesis is the feedback hypothesis between investment, population growth, foreign aid and eco-

nomic growth in the short-and long-run. Furthermore, a recent study by T. Gurdal et al. (2020) examined 

the relationship between tax revenue, government expenditure, and economic growth for the G7 coun-

tries using annual data from 1980 to 2016. The study used two different panel causality approaches. 

According to the results, the study concludes that there are bidirectional causality between economic 

growth and government expenditure but unidirectional causality between tax revenue and government 

expenditure. Moreover, there is no causal relationship between economic growth and tax revenue.  

Although, this review of literature showed that there were different researchers were interested in 

studying the relationship between government revenues, government expenditures and economic growth 

for different countries around the world. However, understanding the relationship among these variables 

for any given country is still very important to the government, policy makers, and scholars. Therefore, 

our research seeks to fill this gap in literature and recommends a suitable policy for policymakers for 

Bahrain.  

 

 

2. DATA SET AND METHODOLOGY 

The main aim of this research paper is to explore the dynamic connection between non-oil revenue, 

government spending and economic growth using yearly data for 1990- 2020 period.  

The main study variables are: real economic growth rate; GROWTH; government expenditures in-

cludes both the capital and recurrent expenditure as a ratio of GDP real; EXPGDP; non-oil revenues as a 

ratio of GDP; REVGDP. To avoid heteroscedasticity, all variables are taken in their natural logarithms. The 

model is restricted to only these three interesting variables. Although, including such variables would 

increase the fit of the model, but it would decrease the degree of freedom of the model. An annual quan-

titative data collection method was utilized, covering the period of 1990 to 2020 and the data were in 

constant prices. The data for these variables were collected from Arab Monetary Fund (AMF) and Central 

Bank of Bahrain (CBB). 

In order to undertake an empirical econometric analysis, it is important to determine that the given 

time series is non-stationary. Thus, as a first step, both the Augmented Dickey–Fuller; ADF; test and 

Philips-Perron; PP test unit root tests were utilized to test for the order of integration of the variables. 

Secondly, the study used Johansen-Fisher cointegration techniques to test whether the variables are 

cointegrated in the long-run. Finally, if time series Yt is I (1) – ΔYt is stationary and cointegrated, Engle 

and Granger (1987) test will be used to estimate the short run elasticities. Thus, an error correction 

mechanism (ECM) exists, by which change in the dependent variable is modeled as a function of the 

level of the disequilibrium in the cointegrating relationship. 

 

 

3. RESULTS AND DISCUSSION 

Using ADF and PP test, the unit root tests are conducted in both with and without time-tend. For both 

cases, lag length is presented in table 2. The estimated results reveal that the null hypothesis cannot be 

rejected. It indicates the presence of unit root for all variables, which implies that there is non-
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stationarity. However, if the null hypothesis is rejected, it implies the existence of unit root for the first 

difference series, which indicates stationarity. The results state that all first difference series are station-

ary. To examine whether a long run relationship exists among the independent variables and economic 

growth, the Johansen’s cointegration test has been employed. If the series are cointegrated, this means 

that the series have a shared trend, and short-run adjustment will be affected by any change in the long-

run.  

 

 
 Table 2. Estimated Results of Cointegration Tests  

Unrestricted Cointegration Rank Test (Trace) 

Hypothesized 

No. of CE(s) 
Eigenvalue 

Trace- 

Statistic 

C. Value 

(5%) 

 

Prob.** 

None * 0.583408 51.71288 47.85613 0.0208 

At most 1 0.314808 22.81652 29.79707 0.2552 

At most 2 0.198036 10.34068 15.49471 0.2554 

At most 3 0.088499 3.057876 3.841466 0.0803 

Trace test indicates (1) cointegrating equation (s) at (5%) level 

*   Signifies hypothesis rejection at (5%) level 

** MacKinnon-Haug-Michelis (1999) p-values 

Unrestricted Cointegration Rank Test (Maximum Eigenvalue) 

Hypothesized 

No. of CE(s) 
Eigenvalue 

Max-Eigen 

Statistic 

Critical Value 

(5%) 

 

Prob.** 

None * 0.583408 28.89636 27.58434 0.0338 

At most 1 0.314808 12.47584 21.13162 0.5014 

At most 2 0.198036 7.282805 14.26460 0.4562 

At most 3 0.088499 3.057876 3.841466 0.0803 

Max-eigenvalue test indicates one Cointegrating equation(s) at (5%) level 

*   signifies hypothesis rejection at (5%) level 

** MacKinnon-Haug-Michelis (1999) p-values 

  Source: Authors' computation. 

       

 
The results of cointegration tests as presented in Table 2 exhibit that there are one cointegrating 

equation in case of using Trace Test and one cointegrating equation. The results refer to the series which 

reflect a similar stochastic tendency, and any variations from the long run balance will lead to short 

run modification or change of the series to restore equilibrium.  

 

 

3.1 Vector Error Correction Model (VECM) 

If there is respond to changes from the long-run relationship means the presence of cointegra-

tion among the variables. Differentiating between forms of causality in short-run and long-run can be 

done by the VECM. Thus, a VECM is implemented to determine the causality direction. The ECM equation 

should have negative coefficients, denoting movement towards equilibrium. Positive sign refers to a 

movement away from equilibrium. The value of the coefficient lies between (0) and (1); where (1) means 

full adjustment whereas, (0) means there is no   adjustment one time later. 

The results in table 3 reflect that the error-correction carries a negative sign and statistically signifi-

cant at the (5%) level of significance for all the variables. The ECM equation value is (- 0.3630) which 

indicates that the economic growth adjusts its values towards its equilibrium values in each period of 

time by the value of (36.3 %) from the period (t-1). In other words, if there is any error or deviation from 

the equilibrium value, it will adjust by (36.3%) of this deviation in period (t). This means that the econom-
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ic growth takes around (2.75) years (1/0.3630) to achieve its equilibrium after the effect of a shock in 

one or more of the independent variables. 

  

 
Table 3. Estimated Results of the Error Correction Model 

Variable Coefficient Standard Error t- statistic Prob. 

C 2.39372 1.4456 -1.6387 0.1187 

GROWTH (-1) 0.62961 0.4583 1.2810 0.2146 

DEXPGDP -0.04398 0.5317 -3.5596 0.0345 

DEXPGDP (-1) -0.02278 0.2946 -3.1190 0.0273 

DREVGDP 4.56123 3.4611 4.21408 0.0085 

DREVGDP (-1) 6.34112 3.50511 3.74893 0.0295 

ECM (-1) -0.36302 0.13800 5.39484 0.0000 

R2 0.74261 Durbin-Watson     2.14928 

     F-statistic                         35.43 Adj. R2 0.70732 

 Source: Authors' computation. 

 

 

The results of the ECM in Table 3 indicate the short run effects of government expenditures and non-

oil revenues on economic growth. The results show that the coefficient of government expenditures is 

statistically significant (t-statistic = -3.5596) and it has a negative effect on the level of economic growth 

in Bahraini economy during this period. This result is compatible with the findings of Abdulrahman 

(2016). The results indicate that one unit change in public expenditure, other things being equal, will 

change the level of economic growth by (0.04) units in the opposite direction. Table 3 also shows that 

the coefficient of non-oil revenues is statistically significant where the calculated value of t-statistics is 

(4.21408) and positively correlated with the economic growth in the short run. This means that one unit 

increase in non-oil revenues will increase the level of economic growth by (4.56) units.  

Furthermore, in the long run, the two variables, government expenditures, and non-oil revenues sig-

nificantly impact on economic growth and the coefficients are all statistically significant. The coefficients 

of government revenues and government expenditures are both statistically significant at the (5%) level 

of significance. The independent variables explain about (71%) of total variation in the economic growth 

rates during the period of the study according to adjusted R2. The entire model is robust since the calcu-

lated value of F is (35.43) and statistically significant at the (5%) level of significance. There is a relatively 

strong feedback effect or the presence of Granger bi-directional causality between the two variables gov-

ernment expenditures and non-oil revenues on one side and economic growth on the other side as the 

value of F-statistic states. The estimated results of the long run coefficients of the Error Correction Model 

(ECM) are presented below in Table 4.  

 

 
Table 4. Estimated Results of the Long Run Coefficients of the Error Correction Model  

Variable Coefficient Standard Error t- statistic Prob. 

DEXPGDP -0.042184 0.014251 2.345705 0.0365 

DREVGDP 0.063512 0.028362 3.429134 0.0281 

C 3.118628 1.327043 5.326751 0.0000 

Source: Authors' computation 
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3.2 Stability of the Vector Error Correction (VEC)  

At this stage it is important to test the stability of Vector Error Correction (VEC)  model, If it is unsta-

ble, impulse response and standard errors will be invalid, so the estimated results and conclusion will be 

doubtful.  To examine the stability of the (VEC) model, the inverse roots of the AR characteristic polyno-

mial is implemented. Figure (1) shows that the inverse roots of the AR polynomial lie inside the unit circle 

which means it has roots with modulus less than (1), and stated that the estimated (VEC) model 

is stationary and stable as well. 

 

 
Figure 1. VEC Stability Test 
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Source: own 

 

 

3.3 Variance Decomposition (VD) and Impulse Response Function (IRF) 

To examine the relative strength of public expenditures and government revenues in explaining the 

changes in economic growth, VD and IRF are generated for the two independent variables through im-

plementing VEC to investigate the relative importance of different shocks and their impacts on economic 

growth in Bahrain. Table (5) shows VD for the scope of one to ten years. The different ordering of the 

three variables is tested, and the same results are recorded. 
 

 
Table 5. Variance Decomposition of Economic Growth 

Period S.E. GROWTH REVGDP EXPGDP 

1 3.640098 100.0000 0.000000 0.000000 

2 3.723011 98.68907 0.095915 0.959417 

3 4.036638 84.51761 8.453496 6.811250 

4 4.532684 73.26215 11.54969 14.96730 

5 4.692931 71.07648 13.08129 15.46534 

6 4.848348 66.64141 15.39715 17.46580 

7 5.203461 58.91509 17.72206 22.88971 

8 5.432893 55.62996 19.53802 24.34804 

9 5.580908 53.30702 20.90086 25.24614 

10 5.809739 49.77488 22.10657 27.56314 

Source: calculated by the authors  

        

 
The results in Table (5) reflect that government expenditures have relatively greater influence on 

economic growth, which starts from the second year by (0.96%) and increases gradually to contribute as 
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high as (27.6%) of total changes in economic growth in the tenth year. The non-oil revenues account for 

(8.5%) of the shocks in economic growth in the third year and tend to increase gradually and reach 

(22.1%) of total changes in the economic growth in the tenth year. Therefore, the empirical results clearly 

show that the effect of government expenditures on economic growth is greater than the effect of non-oil 

revenues on economic growth.  

       Based on VD above, Impulse Response Function; IRF is generated to support the conclusion. The IRF 

measures the responsiveness effects for current and future values of the involved variables in the model. 

This analysis depends on the shocks that occur in reduced residuals. This will help to know the ef-

fect on change in one variable on itself as well as on other variables in the model through a certain peri-

od. In addition, it will also help to know how much the effect of change or shock will be on different vari-

ables through future periods of time.  

 

 
   Table 6. Estimated Results of Impulse Response Factor on Growth  

Period GROWTH REVGDP EXPGDP 

 1  3.640098  0.000000  0.000000 

 2  0.654822  0.364668 0.115302 

 3 -0.304257  0.988369 1.167971 

 4  1.131457  1.401859 0.997727 

 5  0.775711  0.575290 0.712784 

 6  0.107000  0.836404 0.859277 

 7  0.535543  1.446383 1.085863 

 8  0.684153  0.994499 0.984113 

 9  0.428218  0.822588 0.861968 

 10  0.444138  1.200044 0.975579 

     Source: calculated by the authors 

 

 

Table (6) reflects that the effects of public expenditures and non-oil revenues on economic growth in 

10-year horizon. The results revealed that, one shock in the public expenditures causes (0.11), (0.86) 

and (0.98) changes in economic growth in 2nd, 6th and 10th years respectively whereas a shock in public 

revenues cause (0.36), (0.84) and (1.2) changes in economic growth in the same corresponding years. 

 

 

CONCLUSION 

This study has examined the dynamic relationship between non-oil revenue, government spending 

and economic growth in Bahrain for the period of 1990 to 2020. Specifically, the study employs the VEC 

model to empirically investigate the relationship among public expenditure, non-oil revenue and econom-

ic growth. The empirical results reveal that the effect of government expenditures on economic growth is 

greater than the effect of non-oil revenues on economic growth. Moreover, one shock in the public ex-

penditures causes (0.12), (0.86) and (0.98) changes in economic growth in 2nd, 6th and 10th years re-

spectively.  However, a shock in non-oil revenues causes a positive impact in the magnitude of (0.36), 

(0.84) and (1.2) on economic growth in the same years. Thus, the policy makers in Bahrain should pay 

attention to these relationships when they plan for conducting fiscal policy to offset the effect of decline 

in oil prices and to incur deficits in the public budget. Further studies should be conducted to investigate 

the effects of different types of government spending and government revenue on economic growth in 

Bahrain which would help fiscal policy makers to pursue appropriate policies and strategies for maintain-

ing steady state long term economic growth rates. 
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 The aim of this study is to identify the factors that impact economic growth in 

Kuwait. To achieve this objective, data were collected from the World Bank 

Databank and Kuwait Central Statistical Bureau for the period 1996– 2020. 

GDP per capita (constant 2015 US$) has been used to signify economic 

growth together with seven explanatory variables: net inflows of foreign direct 

investment (FDI), control of corruption, gross capital formation, population 

growth, life expectancy at birth, broad money supply and total natural re-

sources rents. Significant positive association appeared between economic 

growth and each of FDI, gross fixed capital formation and population growth, 

whereas, significant negative association is detected between economic 

growth and each of broad money supply, life expectancy at birth and total 

natural resources rents. Yet, negative but insignificant association appeared 

between economic growth and the control of corruption. 
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INTRODUCTION 

During the period between 1996 and 2020, the Kuwait economy witnessed tremendous changes, as 

population increased from 1.6 million in 1996 to about 4.3 million in 2020. The average annual population 

growth rate during the mentioned period was about 4.31%, in comparison with 1.87% in the Middle East 

and North Africa. Within the same period, the current GDP increased from about USD $31.5 billion to 

$174.2 billion in 2013. It decreased during the subsequent years, and reached about $109.5 billion in 

2015. However, it rose during the following years and reached about 174.2 in 2020. Consequently, the 

average annual growth in GDP during the period 1996-2020 was about 3.6%. Significant changes in the 

Kuwait population and GDP were reflected in the average GDP per capita income; after it was about USD 

$19.4 thousand in 1996, it reached about $24.8 thousand in 2020. In this respect, it is important to 

highlight that the GDP per capita reached $55.5 thousand in 2008 and $52 thousand in 2012. Figure (1) 

summarizes changes in the Kuwait population, GDP and GDP per capita income during the period 1996-

2020. In this study, the attempt is made to identify the factors responsible for economic growth in Kuwait 

in the last two decades. The importance of this study stems from the utilization of recent data spanning 

21 years. It also coincides with major fluctuations in the global oil market- the prime source of revenue for 

Kuwait, which resulted in attempts to diversify the economy to reduce its dependence on oil revenues. The 

study also comes after the Kuwait economy witnessed a closure for a prolonged period, due to the Coro-

navirus pandemic. Therefore, the results of this study are expected to help decision-makers in Kuwait to 

modify their policies aimed at achieving sustainable economic and social development. 

 

 

1. RELATED STUDIES AND HYPOTHESES DEVELOPMENT 

Economic growth is the increase in the GDP within a specific period of time, whereas, economic devel-

opment is mirrored by different features of the economy like infrastructure, education, health, quality of 

housing, employment, and environment. While economic growth is a restricted portion of economic devel-

opment, it is difficult to achieve economic development without economic growth. Consequently, previous 

empirical research looked into the main factors that impact economic growth. Although several factors 

have been intensively employed in the literature to explain economic growth, this study will only concen-

trates on factors relevant to the Kuwait economy.  The main factors employed in this study included: foreign 

direct investment (FDI), control of corruption, gross capital formation, population growth, life expectancy 

at birth, broad money growth supply and total natural resources rents. Previous research utilizing these 

variables will be briefly reviewed: 

 

 

1.1 Foreign Direct Investment (FDI) 

Foreign direct investment (FDI) involves obtaining finance to acquire capital assets. It also involves 

transfer of technology and different forms of organizations from the foreign investor's country to the recip-

ient country. It further results in positive spillovers to the recipient country through the link with local sup-

pliers, competition, simulation and training. Hence, FDI is expected to bring capital, transfer know-ledge 

and technology to the recipient country leading to labor force training, transfer of skills, and new manage-

rial and organizational practices. Consequently, FDI is considered an important factor in economic growth. 

The capital accumulation through FDI would promote advanced technology in the recipient country. It 

would also promote export and stimulates domestic investments through technological spillovers, resulting 

in a positive effect on productivity. E. Kulu et al. (2021) found that FDI and the quality institutional index 

have a significant positive effect on economic growth compared to their individual effects in both the short 

and long-run. O. Gokmen (2021) explored the relationship between net FDI inflows and real GDP and no-

ticed a uni-directional significant short-run positive effect of real GDP on net FDI inflows. He, however, did 

not notice any effect on the long-run.  

On the other hand, it can be argued that FDI and technology transfer may be costly and unsuitable for 

the recipient country; foreign enterprises generally take home their profits. It could affect human capital 

and disturb the social and cultural norms of the recipient country. FDI would impact domestic enterprises 

due to difficulty in competing with strong foreign enterprises thereby distressing domestic investment. FDI 
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would also result in negative spillovers in cases where it forces local competitors to shut down as a result 

of lack of financial resources to pay for advanced technology that enables competition. Furthermore, pos-

itive spillovers may not be achieved due to barriers and institutional bureaucracies.  Moreover, FDI as a 

source of finance to the recipient country can inspire domestic savings. Capital assets acquired by FDI and 

any additional paid up capital coupled with reinvestment of retained income will benefit the foreign in-

vestor's country. Foreign investors’ enterprises may also borrow from their national banks. FDI would in-

volve the acquisition of existing plants and equipment in the recipient country, resulting in transferring 

ownership from national enterprises to foreigners; thus, national enterprises are reduced instead of cre-

ated. Needless to say, in many cases FDI enterprises bring with them their national personnel, thereby 

restricting new job opportunities in the recipient country and inhibiting the local work force from benefitting 

from training.  

Empirical indications on the relationship between FDI and economic growth are inconsistent. While 

the FDI interaction with the technology gap had a significant negative effect on economic growth in recipi-

ent countries, FDI interaction with human capital results in a significant positive effect. Ahmed (2012) 

examined FDI among other variables to identify its impact on economic growth and found that it plays a 

significant role in achieving economic growth through input driven as indicated by the contribution of the 

total factor productivity (TFP).  Nguyen (2020) assessed the effect of FDI on economic growth in Vietnam, 

concluding that FDI is positively and significantly related to economic growth. O. Gokmen (2021) explored 

the relationship between FDI and economic growth and reached a conclusion that the benefit of the po-

tential positive effect of net inflows of FDI on economic growth can be achieved by optimally allocating it 

on the productive sectors of the economy. B. Le et al. (2021) found no evidence of the effect of FDI on 

economic growth. They, however, noticed that the effect of FDI on economic growth is determined by infra-

structure and human capital. Lack of human capital (trained personnel) and infrastructure, minimize FDI 

positive impact on economic growth.  

It is evident from the above the brief review of empirical studies on the relationship between economic 

growth and FDI that there is no consensus on the direction of the relation. It is, therefore, hypothesized 

that: 

 

Hypothesis 1: Economic growth is affected by FDI. 

 

 

1.2 Control of Corruption 

The United Nations (UN) view corruption as a complex social, political and economic phenomenon that 

affects all countries. Corruption hinders democratic institutions, decelerates economic development and 

may lead to government instability. The UN also consider corruption as a threat to the foundation of dem-

ocratic institutions since it undermines the electoral processes, distorts the rule of law and establishes 

bureaucratic quagmires aimed at promoting a bribery system. The UN further established that corruption 

undermines economic development since it hinders FDI and prevents small businesses from entering the 

market since they find it difficult to overcome the required start-up costs. Hence, there is a general con-

sensus that corruption is negatively associated with economic growth and development. The effect of cor-

ruption on economic growth is connected with various aspects of a country including the po-litical system, 

governance quality and the effectiveness of the legal and institutional systems. In highly regulated coun-

tries with ineffective governance and government institutions, corruption replaces bureaucracy and insti-

tutional weaknesses can compensate for red tapes. This will have a negative effect on business transac-

tions, inequality and income distribution, public governance and the business environment at large. Cor-

ruption would have negative impact on the country's long-term economic growth since it interferes in the 

regulatory environment, human development, government expenditures, taxation and investment. Conse-

quently, corruption results in inefficient institutions as bribery empties the decision-making process of its 

content. Thus, corruption effect is not only restricted to economic efficiency and growth, it further prevents 

equitable distribution of resources among the population, increases income inequalities, results in ineffec-

tiveness of social welfare systems and lowers the levels of human development, resultantly preventing 

growth and sustainable economic development. 
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Empirical research consistently reported a significant negative relationship between economic growth 

and corruption (Ahmad et al., 2012; Duri, 2021).  It is, therefore, hypothesized that: 

 

Hypothesis 2: Economic growth is affected by the control of corruption. 

 

 

1.3 Gross Capital Formation 

Gross fixed capital formation is viewed as an important element of domestic investment that motivates 

employment and accelerates economic growth. Capital formation is the increase in capital stock and in-

vestment in the national economic and social infrastructure. An increase in capital formation results in 

increased production. This leads to an increase in employment and promotes economic growth. Capital 

formation can be tangible (plant and equipment) and intangible (knowledge, technology, education, 

health). S. Taraki and M. Aslam (2019) ascertain that gross capital formation can create job opportunities, 

improve human capital and production. T. Saungweme et al. (2019) found that economic growth and gross 

capital formation have a positive impact on formal employment. However, S. Suleiman et al. (2017) con-

cluded that economic growth and gross domestic formation are negatively associated with employment in 

Tanzania. E. Topcu et al. (2020) empirically tested the effect of gross capital accumulation on economic 

growth and reported a unidirectional causality relationship between them. The empirical investigation of 

L. Batrancea et al. (2021) pointed to a significant relationship between economic growth and gross capital 

formation. S. Amjed and I. Shah (2021) noticed that capital formation has a negative impact on trade 

diversification. It is, therefore, hypothesized: 

 

Hypothesis 3: Economic growth is associated with gross fixed capital formation. 

 

 

1.4 Population growth 

The relationship between population growth and economic growth is not straight forward. It can be 

argued that population growth would increase the labour force and production, and promote economic 

growth. On the other hand, population growth is challenging as more people consume more of scarce 

resources, reducing the potential for long-term economic growth. It would motivate fertility levels especially 

in low-income countries and negatively affect general well-being, whereas economic growth supported by 

decline in mortality rates would positively affect savings and economic growth. In high income countries, 

population growth is generally low or negative; in many cases this would motivate the use of expatriate 

labour, squander the state's wealth, and increase the effects of inherited wealth on economic inequality. 

Hence, the imbalance in the demographics towards the elderly and retired, would negatively impact pro-

duction and economic growth. In this respect, E. Wesley and F. Peterson (2017) noticed that population 

growth is an important factor in economic growth and it increases per capita output in some instances. 

They revealed that population growth in low income countries results in more dependent children in the 

short to medium terms, negatively affecting economic growth. Those children become productive, posi-

tively affecting economic growth in the long-run. J. Garza Rodriguez et al. (2016) witnessed a negative 

effect of population growth on economic growth in the short-run, whereas economic growth positively af-

fects the population in the long-run. They concluded that there is a bi-directional causality between the two 

variables. It is evident that the direction of the relationship between economic growth and population 

growth is uncertain. It is, therefore, hypothesized that: 

 

Hypothesis 4: Economic growth is affected by population growth. 

 

 

1.5 Life Expectancy at Birth  

Generally speaking, economic growth helps to promote health care services.  It would result in an 

improved health and an increased life expectancy for individuals, an increase in productivity, enhanced 

earnings and guaranteed food availability, thereby, increasing affordability of health services and the 
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demand for these services. In return, good quality healthcare impacts economic growth; healthy individuals 

are expected to have less absenteeism in comparison with unhealthy ones. An increase in life expectancy 

is also associated with increased earnings, saving, and spending, which would impact economic growth. 

In addition, good quality healthcare would affect economic growth through education; healthier individuals 

can proceed in their education, thereby boosting the quantity and the quality of the country's labour force, 

and enhancing productivity. Economic growth would also lead to an increase in public revenues that can 

be invested in the health infrastructure. In the same token, improvements in individuals’ health allow more 

healthy members of the population to take part in economic activities and spend more hours at work, 

contributing to the achievement of sustainable development. To emphasize the importance of healthcare 

in the development process, the third goal of the United Nations sustainable development goals stressed 

the need to ensure a healthy lifestyles and prosperity for all at all ages.  In this context, S. Preston (1975) 

demonstrated that a country with a healthy population is richer than a country with an unhealthy popula-

tion. P. Tscheuschner (2021) tested the relationship between life expectancy and Rand D-driven economic 

growth and noticed a higher life expectancy results in larger savings and greater labour force participation 

outweighing the negative effect reduced fertility. The researcher believes that the results support a rather 

optimistic view on the relationship between life expectancy and economic growth. 

Contrastingly, D. Acemoglu and S. Johnson (2007) declared that health improvement has a negative 

effect on economic growth. They employed a neoclassical growth model to explain the negative relationship 

under which fertility remains constant as mortality reduces, which would result in high population growth 

and a reduction in economic growth. To obtain a better picture about the relationship between the quality 

of health care and economic growth, Bloom et al. (2014) proposed adding the level of the initial health in 

the health model. This stresses the theory of decreasing returns to health investment; an increase in im-

proving an already developed health care system in a developed country with high standards of living is 

associated with high cost that contain economic growth. D. Bloom et al. (2018) think that the relationship 

between health and economic growth can be strong in less-developed, post-demographic transition coun-

tries and with respect to children’s and women’s health.L. Xiaofei et al. (2021) empirically tested the effect 

of government public health spending on regional economic growth. The researchers noticed that govern-

ment public health spending significantly promotes regional economic growth. He and Li (2020) studied 

the short and long-run relationships between life expectancy and economic growth in 65 countries and 

reported significant positive long-run relationships between them in most countries. They, however, noticed 

that specific relationships vary across aging levels. They further noticed that there is a unidirectional cau-

sality running from life expectancy to economic growth for younger groups in the short-run and unidirec-

tional causality running from economic growth to life expectancy only for older groups. They concluded that 

population aging is affecting the linkages between life expectancy and economic growth. It is, therefore, 

hypothesized: 

 

Hypothesis 5: Economic growth is affected by life expectancy at birth. 

 

 

1.6 Broad Money Supply 

An increase in money supply is expected to lower interest, resulting in more money available for bor-

rowing. When it becomes easier to borrow money, the rates of consumption, lending and borrowing are 

expected to go up. The increase in consumption in the short-run together with increased lending and bor-

rowing would result in an increase in the total output, which in turn would positively impact economic 

growth. However, an increase in money supply would increase consumption and result in high levels of 

inflation. This would have negative effect on economic growth in the long-run. Furthermore, the increase 

in money supply increases liquidity. This would promote misallocation of capital due to embarking on spec-

ulative investments and rapid increase in asset prices followed by contraction in the economy and signifi-

cant decline in economic growth. Although this would be the theoretical argument behind the relationship 

between economic growth and money growth, this is not always the case; empirical evidences on the link 

between economic growth and money supply growth are mixed. N. Nwoko et al. (2016) showed that money 

supply’s effect on gross domestic product is insignificant. T. Sang (2019) witnessed a positive significant 

effect of money supply on economic growth. A. Solina and L. Ocampo (2020) disclosed a significant 
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relationship between money supply and economic growth. H. Ayad (2020) reported a long-run relationship 

between money supply and economic growth. Y. Tegegne (2021) revealed that broader money supply has 

positive significant effect on real GDP when using Vector Autoregressive. The brief review of the outcome 

of the empirical research on the relationship between money supply growth and economic is ambiguous. 

It is, therefore, hypothesized that: 

Hypothesis 6: Economic growth is affected by broad money supply. 

 

 

1.7 Total Natural Resources Rents 

Natural resources are viewed as an important factor in building a country’s wealth since they generate 

revenues and promote economic growth. They would form an important element in transforming invest-

ment and achieving economic growth. Economic activities entail optimal use of natural resources that lead 

to producing consumable goods and services, creating new job opportunities, increasing income, improv-

ing the standard of living, and maximizing social welfare. On the other hand, excessive use of natural re-

sources and an increase in production would negatively affect the environment due to increased pollution 

levels. Hence, the use of natural resources is a double-edged sword; the mobilization of natural resources 

provides goods and services and stimulates the economy, however, natural resources will deplete and be 

subject to diminishing returns over time, proving an ineffective strategy in achieving sustainable develop-

ment goals. Countries with significant natural resources would experience higher demand that leads to 

higher prices.  Labour would also avoid learning and working in specific economic sectors. This would lower 

productivity and economic growth, leading to "Dutch Disease". Hence, it is important to link various sectors 

within the economy with natural resources to ensure sustainable growth and development. Thus, rational 

use of natural resources is where economic growth is achieved, while adverse effect resulting from the 

mobilization of natural resources are minimised.   

Consequently, maintaining the balance between optimal use of natural resources to attain sustainable 

development and protecting environment is the key to successful management of the economy. Despite 

the importance of the presence of natural resources to the country's economic growth, empirical evidence 

on the relationship between them is inconsistent. B. Elissaios and J. Reyer (2004) observed that while 

natural resources have a negative impact on growth in the absence of other economic indices, they have 

positive direct effect on growth in the presence of transmission channels such as corruption control, in-

vestment, openness, terms of trade, and schooling. J. Sachs and A. Warner (1997) empirical investigation 

pointed to a negative correlation between resource abundance and growth rate. The researchers con-

cluded that natural resource abundance encourages rent-seeking, corruption, and poor government man-

agement. O. Ben-Salha et al. (2018) tested the causal relationship between total natural resource rents 

and economic growth; the outcome supported the natural resource bless hypothesis in the long-run but 

not in the short-run.  

The findings further support that economic growth positively impact resource rents. E. Mohamed 

(2020) studied the relationship between natural resources rents and economic growth and found it to be 

positive in the short-run but negative in the long-run. P. Kwakwa et al. (2021) studied whether natural 

resources impact economic growth and observed that in the long-run natural resources generally have 

positive effects on the country's economic growth. The researchers concluded that democratic regimes are 

crucial for the effective utilization of resources for long-run economic growth. Thus, excessive use of natural 

resources will lead to their depletion. In addition, the use of natural resources in countries lacking democ-

racy, transparency, and effective institutions, and prevalent with corruption would negatively impact eco-

nomic growth. It is, therefore, hypothesized that: 

 

Hypothesis 7: Economic growth is affected by natural resources rents. 
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2. DATA COLLECTION, METHODOLOGY AND MODEL SPECIFICATION 

To achieve the aim of the current study and test the stated hypotheses, annual data, covering the 

period 1996- 2020, about the State of Kuwait, have been collected from the world Bank Databank and 

Kuwait Central Statistical Bureau. The independent variables adopted in this study are mainly derived from 

either economic growth theories or advanced in the literature with data availability. GDP per capita con-

stant is used to proxy economic growth. Figure 1 presents GDP per capita constant in the State of Kuwait 

during the period 1996- 2020. The Figure disclosed that per capita income ranges between about USD 

$21,000 in 2020 and around $41,000 in 2007. The average annual growth during the period 1996- 2020 

was around – 1.23%. 

 

 

Figure1. GDP per capita (constant 2015 USA$) 

 

Source: own 

 

 

The independent variables, discussed in the previous section to explain economic growth constitute: 

foreign direct investment (FDI), control of corruption estimate (CRE), gross capital formation (GCF), popu-

lation growth (PGR), life expectancy at birth (LEB), broad money supply (BMS) and total natural resources 

rent (TNR). The dependent and independent variables employed in the current study are expressed in the 

following regression model.   

 

GDPCS = ɑ + β1 FDI + β2 CRE+ β3 GCF+ β4PGR + β5 LEB + β6 BMS +  β7 TNR +   ɛ 

Where: 

GDPCS 
= GDP per capita (constant 2015 US$) 

ɑ = Constant 

β1- β7 = Parameters of the model 

FDI = Foreign direct investment, net inflows (% of GDP) 

CRE = Control of corruption  

GCF = Gross capital formation (% of GDP) 

PGR = Population growth (annual %) 

LEB = Life Expectancy at birth 

BMS = Broad money (% of GDP) 

TNR = Total natural resources rents (% of GDP) 

ɛ = Standard Error 

 

 

3. EMPIRICAL ANALYSIS  
 

3.1 Unit root tests 

Before performing the regression analysis of the time series data, a unit root test was performed to 

assess the stationarity of the time series. A time series is stationary when the statistical properties such 
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as the mean, variance and covariance of the distribution are constant over time. A nonstationary series is 

with trend, whereas a stationary series is without trend. Hence, a stationary test is necessary before per-

forming the regression analysis; if the time series is nonstationary, the regression results will become 

meaningless.  Accordingly, the unit root test was performed. The outcome of the test is presented in Table 

1.  The table demonstrates that the unit root does not exist, therefore the data are stationary. 

 

 
Table 1. Unit Root Test Results (ADF) 

 

Source: own 

 

 

3.2 Descriptive statistics 

Table 2 contains descriptive statistics about all variables used to estimate the regression model. The 

table reveals that FDI net inflows (% of GDP) range between -0.14% and 2.12% over the period between 

1996- 2020. During this period, the annual mean was 0.47% The control of corruption estimates ranges 

between –0.33 and 1.01, with an annual mean of 0.23. Gross capital formation (% of GDP) ranges between 

10.67% and 29.96% with an annual mean of 18.71%. Population growth ranges between 1.15 and 6.83, 

with an annual mean of 3.91. Life expectancy at birth ranges between 72.85 year and 75.49 year, with an 

annual mean of 74.21 year. Broad money (% of GDP) ranges between 54.02% and 108.24% with an an-

nual mean of 76.25%. Finally, total natural resources rents (% of GDP) ranges between 29.58% and 

58.98% with an annual mean of 45.96%.  
 

 

Table 2. Descriptive statistics of dependent and independent variables used to estimate the regression model 

 

Source: own 

 

What attracts attention in Table 2 is that the fluctuation in the constant per capita income is relatively 

high as reflected by the reported standard deviation. In addition, the table revealed that the net foreign 

direct investment is relatively low and accounts for less than 0.5% of the GDP. Similarly, the control of 

corruption index is relatively low and fluctuating as reflected by the standard deviation. Broad money as a 

percentage of the GDP and natural resources rent as a percentage of the GDP are both fluctuating and 

this can be seen through the resulted standard deviations. Fluctuations in the variables used to estimate 

the regression model give more credibility to the outcome of the study. 
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3.3 Serial collinearity 

To identify possible serial collinearity between the explanatory variables used to estimate the regres-

sion model, Breusch-Godfrey Serial Correlation LM Test and Heteroskedasticity Test: Breusch-Pagan-God-

frey have been performed and reported in Table 3. 

 

 

 

Source: own 

 

 

The outcome of the serial correlation and heteroskedasticity tests summarized in table 3 shows that 

the model is appropriate and is free from any serial correlation or heteroskedasticity problems.  

 

 

3.4 Model estimation  

To identify factors responsible for growth in the Kuwait economy, GDPCS was regressed against the 

above discussed explanatory variables. The results of the regression are summarized in table 4. 

 

 

Source: own 

 

 

Table 4 demonstrates that the regression model is a good fit of the data as reflected by F-value and is 

significance. In addition, R2 and the adjusted R2 indicate that the explanatory variables employed to esti-

mate the regression model are responsible for almost 95% of economic growth. The Table further reveals 

that foreign direct investment (% of GDP), Gross capital formation (% of GDP) and population growth are 

positively and significantly associated with economic growth. On the other hand, negative and significant 

association appeared between economic growth and each of life expectancy, broad money (% of GDP) and 

F-statistic 0.922644     Prob. F(2,11) 0.4262

Obs*R-squared 3.016752     Prob. Chi-Square(2) 0.2213

F-statistic 0.846849     Prob. F(7,13) 0.5695

Obs*R-squared 6.576881     Prob. Chi-Square(7) 0.4742

Scaled explained SS 1.416836     Prob. Chi-Square(7) 0.9851

Table 3: Serial collinearity tests

Breusch-Godfrey Serial Correlation LM Test:

Heteroskedasticity Test: Breusch-Pagan-Godfrey

Table (4): Regression analysis

Variable t-Statistic Prob.

C 5.218634 0.0002

FDINIGDP 2.79487 0.0152

CORR -1.466216 0.1664

GCFDP 7.953024 0

LIFEX -4.006012 0.0015

POPG 2.735374 0.017

BMGDP -9.155602 0

TNRGDP -2.480295 0.0276

F-statistic    =  52.63947 Prob(F-statistic)       =  0.000000

R-squared   = 0.965922 Adjusted R-squared =  0.947572

Durbin-Watson stat = 1.945938
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Total natural resources rents (% of GDP). Although the table indicates a negative association between 

economic growth and the total natural resources rents (% of GDP), such an association is statistically in-

significant.  

 

 

4. FINDINGS  

In an oil-producing country such as Kuwait, which does not suffer from a shortage in financial re-

sources, foreign investments often revolve around the transfer of technology, knowledge and capital 

goods. It is also expected that foreign investments provide new organizational and administrative forms 

that add to what is available. This would contribute to improving and diversifying the means of production, 

creating new job opportunities and advancing economic growth. This finding is in line with results reported 

by researchers such as, H. Nguyen (2020), and E. Kulu et al. (2021). 

Capital formation is viewed as the proportion of national income saved and invested to increase input 

and future income. The relationship between capital formation and economic growth is mainly influenced 

by availability of real savings and an increase in them, availability of credit and financial institutions to 

mobilize savings, and investment in the right capital goods. National fixed capital formation is expected to 

increase due to the nature of Kuwait as an oil-producing country. Hence, the positive and significant rela-

tionship that emerged between gross fixed capital formation and economic growth in Kuwait is predictable. 

Fixed capital formation whether tangible (plant and equipment) or intangible (knowledge, technology, ed-

ucation, health) increases capital stock and investment in Kuwait's economy and social structure; resulting 

in increased production that creates new job opportunities, and additional national income that promotes 

economic growth.   

The significant positive correlation between population growth and economic growth in a country like 

Kuwait is also expected. Being an oil-producing country, it is among the countries with a high per capita 

income. It depends on an expatriate labour force to run its economy. The increase in population will provide 

the country with a national labour force that preserves national savings transferred by the expatriate labour 

force to their countries. Maintaining the country's savings helps in increasing investment and fixed capital 

formation. This will increase production, provide new job opportunities, and increase economic growth.  

On the other hand, the significant negative relationship between life expectancy and economic growth 

is explained on the grounds that the Kuwait workforce is concentrated in the public sector due to the 

confidence that citizens place on state jobs and the incentives available in comparison with the private 

sector. Hence, the public sector is considered the preferred destination for the Kuwait workforce; about 

85% of Kuwait citizens are employed by the public sector. The government encourages employees to take 

early retirement to create job opportunities for younger generations. This policy negatively impacts eco-

nomic growth; the productivity period of the Kuwait workforce is significantly shortened1. In addition, the 

development of the Kuwait health and educational systems leads to an increase in life expectancy at birth 

will shorten the productivity period and lengthen the retirement period of a significant proportion of the 

country's labor force where they become unproductive. Consequently, economic growth is negatively af-

fected.  

The result of the analysis also pointed to a strong negative relationship between money supply and 

economic growth. This result would be explained on the grounds that an increase in money supply would 

result in decreased interest rates, which in turn will promote borrowings for both consumption and produc-

tion. The economy would face a problem when the rate of increase in consumption (demand) is higher 

than that of production (supply). The disproportionate increase between consumption and supply will result 

in an increase in prices and give rise to inflation. This will have negative impact on economic growth. In 

Kuwait, where high per capita income is maintained, an increase in money supply stimulates more con-

sumption. Given that most of the consumer goods and services in Kuwait are imported, this will increase 

the cost of imports, negatively affecting the current account, balance of payments, the ability to save and 

 

1 The ratio of an individual working years to the life expectancy at birth will be reduced, as this negatively affects productivity. 
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invest and possible increase in capital formation. Therefore, the increase in the money supply in a country 

like Kuwait negatively affect economic growth.   

The result of the regression analysis reported in Table 4 pointed to a negative and significant associ-

ation between natural resources rent and economic growth. Although the State of Kuwait is actively work-

ing on diversifying its economy, it still depends heavily on revenues from oil exports that are always subject 

to fluctuations in prices from the international oil market. These prices were recently negatively affected 

by the spread of the Corona epidemic, as the demand for oil decreased dramatically due to quarantines 

imposed in most countries and the shutdown in their economies. In addition, due to surplus in oil revenue, 

Kuwait is dependent on foreign labour since the national labour force avoid working in a large number of 

occupations in different economic sectors. Hence, fluctuations in oil prices will affect Kuwait's oil revenues. 

A significant drop in oil prices and a decrease in global demand will reflect negatively impact government's 

capital investment plans together with its economic growth. Furthermore, Kuwait's dependence on foreign 

labour will also lead to the transfer of large sums of the national savings abroad instead of being used to 

promote fixed capital formation, increase production, create new job opportunities and achieve economic 

growth. Consequently, the abundance of natural resources appeared to have an adverse effect on the 

economic growth of Kuwait 

Finally, the regression analysis summarized in Table 4 pointed to negative but insignificant relationship 

between the control of corruption and economic growth. It is worth noting that the control of corruption 

estimate has been published annually by the World Bank since 1996. The estimate gives countries a score 

ranging between -2.5 to 2.5, where -2.5 indicates that corruption monitoring is at its worst and 2.5 is at its 

best. In the case of Kuwait, during the period between 1996-2020, the control of corruption estimate 

ranged between -0.33 – 1.01; with an annual average of 0.23. The estimate indicates that corruption 

control in Kuwait is far below average. Hence, the outcome of the analysis is fully understandable. Corrup-

tion is viewed as a threat to the political system, the quality of governance, and the effectiveness of the 

legal and institutional systems. It weakens the foundation of democratic institutions, distorts the rule of 

law, advances bureaucracy and promotes a bribery system. Hence, the relatively low level of corruption 

control in Kuwait negatively affects economic growth and sustainable economic development.  

 

 

CONCLUSION 

This study set out to detect factors that influence economic growth in the State of Kuwait. To achieve 

this objective, data were collected from the World Bank Databank for the period 1996-2020 and the Ku-

wait Central Statistical Bureau. GDP per capita (constant 2015 US$) is employed in this study to proxy 

economic growth. Seven explanatory variables frequently appeared in previous research and it was possi-

ble to collect corresponding data which is utilized in the current study. The variables incorporate, net in-

flows of FDI (% of GDP), control of corruption, Gross capital formation (% of GDP), population growth (annual 

%), life expectancy at birth, broad money (% of GDP) and total natural resources rents (% of GDP). The 

result of the regression analysis revealed that economic growth in the State of Kuwait is positively and 

significantly influenced by of FDI (% of GDP), gross capital formation (% of GDP) and population growth 

(annual %). Negative and significant association appeared between economic growth and each of the var-

iables; life expectancy at birth, broad money (% of GDP) and total natural resources rents (% of GDP). 

Although a negative relation appeared between economic growth and the control of corruption, such a 

relation was insignificant.  

Based on the results of the analysis, it can be concluded that economic growth in Kuwait requires 

reducing dependence on oil revenues and diversifying the economy by expanding the bases of the manu-

facturing and the services sectors. Economic growth also requires encouraging industries for export, and 

stimulating the tourism sector in the country. Economic growth further requires strengthening control over 

corruption, increasing the role of the private sector in employing Kuwait nationals opposed to an expatriate 

labour workforce, and extending the retirement age to take advantage of the increase in life expectancy at 

birth. Controlling money supply is also vital to economic growth.  
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 This paper proposes to construct the GPCA-GLSTM hybrid model using deep 

learning to evaluate and predict the profitability of Chinese petroleum indus-

try listed companies. Using the time-series global principal component anal-

ysis (GPCA) to assess the overall profitability of the petroleum industry com-

prehensively, the grey relation analysis (GRA) is applied to determine the fi-

nancial key influencing factors while the macro key influencing factors are 

also added as the feature variables of the long and short-term memory neural 

network (LSTM) model. The results show that the profitability of Chinese pe-

troleum industry listed companies is affected by the stock market with the 

EPS being the most important influencing factor in profitability; the overall 

profitability of the petroleum industry is meager and seriously polarized. Sol-

vency has the most significant impact on profitability, and the debt asset ratio 

has the highest correlation with the profitability composite index; the operat-

ing index and cash flow adequacy ratio have positive dynamic effects on the 

profitability composite index. The GPCA-GLSTM model can accurately capture 

dynamic dependencies in series and has a higher forecasting accuracy with 

RMSE=0,3978 and MAPE=1,1110 compared to univariate LSTM model, 

SARIMA model and support vector machine regression (SVR) model. There-

fore, the proposed model has significant practical value and is an applicable 

method for assessing and forecasting the profitability of companies. 
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INTRODUCTION 

With the innovation of shale oil technology, new energy exploitation and the Russia-Ukraine war, which 

is leading to profound changes in the structure of the international energy sector, the uncertainty of the 

external business environment for petroleum companies is increasing. Measures to control methane emis-

sions, transition to clean energy and decarbonization have become international consensus (COP26, 

2021). Oil price volatility affects not only the operating income of petroleum companies, but also a perfor-

mance of non-financial companies, and high oil price volatility exposes companies to a higher risk of 
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insolvency (Bugshan et al., 2021). Chinese macroeconomic stability stimulates the growth of oil demand, 

meanwhile, the rapid economic growth also injects large amounts of capital into the petroleum industry. 

Hence, these factors promote the rapid development of domestic petroleum companies and considerably 

enhance the economic vitality of the country and the region. However, since 2020, COVID-19 has contin-

ued to spread and has had a considerable impact on the global economy and energy markets. Whether 

companies are able to gain benefits and sustain their operations, mainly depends on their profitability. 

As the most widely applied method for assessing the companies’s profitability, the DuPont analysis’s 

core indicators are comparable and comprehensive (Ahamed, 2020; Mahamuni et al., 2021; Choi, 2021). 

However, it has neglected to analyze the companies’ s sustainability and has not considered the impact of 

cash flow on enterprises (Cheng et al., 2019). It is necessary to emphasise that cash flow is the basis for 

sustainable operation, and cash turnover is positively and significantly correlated with profitability (Pur-

wanti, 2019; Iqbal et al., 2020; Wajo, 2021). As the capital market develops, share price becomes an 

important factor that affects the profitability of listed companies (Alaagam, 2019). In recent years, with the 

development of statistical tools, Principal Component Analysis, Entropy Method (Wang, 2019) and Data 

Envelopment Analysis (Jing, 2021) have become the primary methods for a comprehensive assessment 

of corporate profitability. In addition, the combination of Grey Relational Analysis and Factor Analysis to 

construct a GR-FA model has also become one of the valuable method. However, most methods use cross-

sectional data and can't predict the dynamics of corporate profitability. To address this problem, the time-

series global principal component analysis (GPCA) was generated. Meanwhile, with the development of 

machine learning, adopting neural networks to predict corporate performance has become a new research 

point. 

In 2021 the Chinese government raised carbon peak and carbon neutrality (CPCN) goals. Efficiency 

enhancing and energy saving became a top priority in the Chinese energy strategy (Sun et al., 2022) and 

as a result, higher environmental requirements are placed on petroleum companies, testing their profita-

bility. Therefore, the Author expects to explore an effective model to comprehensively and objectively as-

sess and forecast the profitability of Chinese petroleum industry listed companies, to provide a theoretical 

basis for the green and sustainable development of petroleum enterprises and stabilize the supply of the 

Chinese petroleum market. The remainder of the paper is structured as follows: Part 2 is a review of the 

literature on methods for assessing and predicting the profitability of enterprises. Part 3 presents the data 

description and econometric methods. Part 4 analyses the results of the GPCA-GLSTM model. Part 5 dis-

cusses validity and limitations of this study. 

 

 

1. LITERATURE REVIEW 

Operating performance, which reflects enterprises’ cohesion, creativity and resilience, is a decisive 

factor in their survival and development. In order to improve the profitability of petroleum companies, many 

scholars have analyzed the key influencing factors on the profitability of companies through different per-

spectives. V. Ngo et al. (2020) adopt the generalized method of moments (GMM) to analyze the correlation 

between debt asset ratio and profitability from the capital structure perspective. The results show a signif-

icant negative correlation between debt asset ratio and profitability in a non-linear manner. Y. Alalade et 

al. (2020) analyzes the impact of capital structure on the profitability of downstream enterprises in the 

Nigerian petroleum industry, and comes to the same conclusion as the above case. In addition, M. Bui & 

H. Nguyen (2021) analyze the determining factors that affect the profitability of Vietnamese petroleum 

companies. The research result shows a negative correlation between debt-asset ratio, exchange rate and 

profitability at the 1% significance level. However, the government ownership and dividend payment have 

a positive impact on profitability. There is another case that is studied by O. Shimko (2020) from a fixed 

asset management perspective. He points out that profitability declines as the growth rate of operating 

expenses exceed the growth rate of net profit due to increased wear and tear, consumption, and depreci-

ation costs of fixed assets. Q. Tran et al. (2021) found a strong negative correlation between returns on 

equity, assets, and corporate social responsibility disclosure (CSRD) from the perspective of non-financial 

information. 

Equity holders receive dividends that are closely associated with the level of profitability, and the com-

pany also needs to have sufficient revenues to guarantee its debt repayment. Therefore, how to reasonably 
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assess and forecast corporate profitability has also become the focus of many scholars' research. With 

machine learning and deep learning development, methods such as PCA and GRA are combined with neu-

ral networks to build hybrid models that provide a new approach to predict corporate profitability. There 

are scholars apply GRA to obtain the critical influencing factors representing enterprises’ profitability and 

take them as the input variables of Back Propagation (BP) neural network to construct the GR-BP hybrid 

model, providing a new idea for predicting profitability of enterprises. T. Le et al. (2021) predicted ROA of 

listed companies in the Vietnamese stock market by using LSTM neural networks and compared the pre-

diction results with those of random forest (RF) and logistic regression classifiers (LRC). The results show 

that the LSTM neural network has higher prediction accuracy. Another case applies a deep learning model 

to demonstrate that goodwill and intangible assets improve the performance of corporate profitability fore-

casting models, and have higher prediction accuracy than random forest (RF), support vector regression 

(SVR) and traditional panel data regression model (Pechlivanidis et al., 2022). 

Summarizing the above numerous researches, in this paper, we apply GPCA to calculate the profita-

bility composite index (PCI) of listed companies by constructing a time series stereo data list and use clus-

ter analysis to assess the overall profitability status of the petroleum industry. Based on GRA with panel 

data, the financial key influencing factors are screened and macro key influencing factors are introduced 

to construct a GPCA-GLSTM model to comprehensively and objectively assess and forecast the profitability 

of Chinese petroleum industry listed companies. Meanwhile, the following hypotheses are proposed: 

H1: Due to insufficient oil reserves and high extraction costs, the overall profitability of the Chinese 

petroleum industry is not high; 

H2: There is a strong correlation between the solvency and profitability of Chinese petroleum industry 

listed companies; 

H3: The GPCA-GLSTM model has higher prediction accuracy than the traditional Seasonal Autoregres-

sive Integrated Moving Average (SARIMA) and SVR models. 

 

 

2. RESEARCH METHOD 

 

2.1 Data description and specific indicators 

In this paper, all data is sourced from the China Securities Market and Accounting Research (CSMAR) 

Database, CElnet Statistics Database, Economy Prediction System (EPS) database, Investing Financial 

Website and financial reports of sample companies. Based on the 2012 industry classification scheme of 

the China Securities Regulatory Commission (CSRC), the quarterly financial data from 2010 to 2020 for 

16 petroleum companies in China A Shares are selected. Companies that have been listed for less than 

two years and ST and *ST companies, have been removed. 

In the paper, we first select traditional profitability indicators such as return on equity and net profit 

margin to construct a time series stereo data list. The share price is an essential factor that affects the 

profitability of listed companies. Moreover, improving profitability is mainly for the sustainable and stable 

development of the company. Therefore, the earnings per share, revenue growth rate, and asset growth 

rate are also added to the list. The GPCA is used to calculate the PCI, used as the reference series for GRA; 

10 indicators from four aspects, including debt-paying ability, operating capacity, cash flow management, 

and relative value are selected as the comparison series to construct the GRA with panel data. In addition, 

the Chinese GDP cumulative growth rate, the cumulative growth rate of value added by industry and the 

Brent oil price are used as macro key influencing factors for the profitability of petroleum companies. The 

specific indicators and signs are listed in Table 1. 

https://www.emerald.com/insight/search?q=Eleftherios%20Pechlivanidis
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Table 1. Oil companies Specific Financial Indicators 

Sequences Target Indicators Specific Indicators Signs 

Reference  

Sequence 

Profitability 

Composite Index 

(PCI) 

Return on Equity ROE 

Net Profit Margin NPM 

Asset Growth Rate AGR 

Revenue Growth Rate RGR 

Earnings Per Share EPS 

 

 

 

Comparative  

Sequence 

 

 

 

 

 

 

 

 Macro Key  

Influencing 

Factors 

 

Debt-Paying Ability 

(DPA) 

Current Ratio CRA 

Debt Ratio DRA 

Operating Capacity 

(OPC) 

Inventory Turnover ITU 

Asset Turnover ATU 

Cash Flow Management 

(CFM) 

Operation Index OPI 

Cash Flow Adequacy Ratio CFAR 

Relative Value 

(REV) 

Price to Sales Ratio PSR 

Price to Book Ratio PBR 

Tobin's Q TOQ 

Book to Market Ratio BMR 

Macro Environment 

GDP Cumulative Growth Rate (China) GDP_CG 

Cumulative Growth Rate of  

Value Added by Industry (China) 
CG_VAI 

Brent Crude Oil Price BC_OIL PRICE 

 

 

2.2 Evaluation of model performance 

The quarterly data from 2010-2015 are taken as the training set and the quarterly data from 2016-

2020 are taken as the test set, and the predicted values in the test set are compared with the actual 

values for validation. Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE) are 

used as the evaluation indicators. The formulas are as follows: 

          RMSE = √
1

n
∑ (yî − yi)

2n
i=1                                                                          (1)                        

MAPE =
1

n
 ∑ |

yi−yî

yi
|n

i=1                                                                                   (2)                            

Where: 𝑦𝑖 is the actual value; 𝑦�̂� is the predicted value; 𝑛 is the predicted model sample size 

 

 

2.3 Model Specification 

The oil enterprise profitability composite index (PCI) is calculated by the time-series global principal 

component method, with PCI as the reference series and other influencing factors as the comparison se-

ries. The average correlation of the oil industry is calculated by generalized grey correlation analysis, and 

the key influencing factors are screened according to the ranking. The key influencing factors are taken as 

input variables for the LSTM neural network (Ding, 2022) to assess and forecast the profitability of Chinese 

oil companies. Furthermore, the GPCA-GLSTM model is compared with SARIMA model, SVR model and 

LSTM model to verify its superiority.  

https://www.investopedia.com/terms/r/returnonequity.asp
https://www.readyratios.com/reference/market/enterprise_value_multiple.html
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3. RESULT 

 

3.1 Result of GPCA model 

The time-series GPCA method not only enables dimensionality reduction of the original data, but also 

dynamically evaluates the profitability of Chinese petroleum industry listed companies. Adequacy test of 

the dataset shows that the Kaiser-Meyer-Olkin (KMO) value is 0,5139 (>0.5), indicating that the correla-

tion between the indicators is not too low. Meanwhile, the Bartlett's spherical test shows that a p-value of 

less than 0.01 (usually ≤0.05) is statistically significant, indicating that the indicators are independent of 

each other. Therefore, it is shown that the data selected for this paper is suitable for using the time se-

ries GPCA. 

 

 
Table 2. Generalization Principal Component Eigenvalues and Variance Contribution Rate 

Component 
Initial Eigenvalues Extraction Sums of Squared Loadings 

Total % of Variance Cumulative % Total % of Variance Cumulative % 

PC1 1,9127  38,2006% 38,2006% 1,9127  38,2006% 38,2006% 

PC2 1,0998  21,9653% 60,1658% 1,0998  21,9653% 60,1658% 

PC3 0,9009  17,9927% 78,1585% 0,9009  17,9927% 78,1585% 

PC4 0,8061  16,0985% 94,2570% 0,8061  16,0985% 94,2570% 

 

 

The principal components are extracted based on the principle that the cumulative variance contribu-

tion is more than 80% (Jiang, 2020; Zhao, 2021). As shown in Table 2, the 4 extracted principal compo-

nents contain 94,257% information from the original dataset, and the importance of the principal compo-

nents is ranked according to the variance contribution: PC1 > PC2 > PC3 > PC4. The first principal compo-

nent plays a major role in improving oil-listed companies’ profitability, so it is named the EPS factor. Based 

on the global principal component factor, loadings and variance contribution, the PCI is calculated.  

As a simple clustering algorithm, K-Means is widely used in data mining. To reduce errors and improve 

the classification accuracy, we apply K-means++, which is an improved algorithm of K-means. When the 

dataset is divided into four clusters, the clustering performance the clustering performance for the classi-

fication of the profitability criteria and analysis of the profitability status of Chinese petroleum listed com-

panies is optimal based on the clustering results. 

 

 
Table 3. The Criteria for Profitability and Profitability Status of Oil Listed Companies 

Criteria for Profitability Profitability Assessment Share of oil companies (%) 

>0,25 Superior 6,25% 

0,25-0,05 Good 18,75% 
0,05--0,1 Medium 50% 

<-0,1 Inferior 25% 

Source: own 

 

 

The overall profitability level of Chinese petroleum industry listed companies is extremely low. Table 3 

shows that the number of companies at a superior profitability level accounts for only 6.25%. Furthermore, 

the number of companies that reach and surpass profitability level is only 25%, while the number of com-

panies at the medium and under profitability level accounts for 75%. Although oil companies are controlled 
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by the state and rely on government’s strong political and economic support, the asset size is growing. 

However, there are unavoidable shortcomings of inefficiency and uneven quality of personnel. In addition, 

Chinese crude oil reserves are only 2% of the global reserves, and in 2020 the dependence was 72% on 

crude oil and 45.8% on natural gas, leading to increasing costs for labor and delivery. 

 

 

3.2 Result of GRA 

In this paper, the generalized GRA model is used to avoid any discrepancy between the quantitative 

and qualitative results. The Absolute Relevance (AR), Relative Relevance (RR) and General Relevance (GR) 

of the panel data are calculated respectively by the weighting method. Furthermore, to study the correlating 

dynamic changes between the reference series and the comparison series, GRA is performed on the train-

ing set and test set, and the correlations are ranked. This paper screens key influencing factors based on 

whether the positive effect of financial indicators on PCI is increasing and the correlation is ranking. 

 

 
Table 4. Relativity and Ranking of Factors Influencing Profitability of Oil Companies 

Year Project 

Debt  

Paying Ability 

Operating 

 Capacity 

Cash Flow  

Management 

Relative  

Value 

CRA DRA ITU ATU OPI CFAR PSR PBR TOQ BMR 

2010 

- 

2015 

AR 0,6733  0,7527  0,5555  0,6255  0,5875  0,5981  0,5815  0,6085  0,6184  0,6623  

Order1 2 1 10 4 8 7 9 6 5 3 

RR 0,5978  0,6214  0,5864  0,5503  0,5725  0,6568  0,7017  0,6088  0,5775  0,6075  

Order2 6 3 7 10 9 2 1 4 8 5 

GR 0,6177  0,6746  0,5615  0,5794  0,5694  0,6126  0,6248  0,5929  0,5890  0,6212  

Order3 4 1 10 8 9 5 2 6 7 3 

Weight 0,6462  0,5705  0,5910  0,6070  

2016 

- 

2020 

AR 0,6682  0,7346  0,5123  0,6127  0,5819  0,6051  0,5609  0,6251  0,6384  0,6981  

Order1 3 1 10 6 8 7 9 5 4 2 

RR 0,5767  0,6215  0,6042  0,5629  0,6908  0,7384  0,6184  0,6452  0,5750  0,5694  

Order2 7 4 6 10 2 1 5 3 8 9 

GR 0,6112  0,6655  0,5505  0,5784  0,6175  0,6518  0,5835  0,6190  0,5995  0,6231  

Order3 6 1 10 9 5 2 8 4 7 3 

Weight 0,6383  0,5644  0,6346  0,6062  

2010 

- 

2020 

AR 0,5485  0,7366  0,5273  0,6527  0,5273  0,5767  0,5784  0,6149  0,6137  0,6084  

Order1 9 1 10 2 9 7 6 3 4 5 

RR 0,6120  0,6732  0,5119  0,5959  0,6852  0,6400  0,6754  0,6648  0,6367  0,5537  

Order2 7 3 10 8 1 5 2 4 6 9 

GR 0,5728  0,6802  0,5175  0,6086  0,5934  0,5954  0,6110  0,6193  0,6085  0,5730  

Order3 9 1 10 4 7 6 3 2 5 8 

Weight 0,6265  0,5630  0,5944  0,6030  

Source: own 

 

 

Table 4 shows that from the perspective of financial management, the correlation between the PCI 

and the four aspects of DPA, OPC, CFM, REV of Chinese petroleum industry listed companies in the training 

set is ranked from strong to weak: DPA>REV>CFM>OPC; ranking of correlations from strong to weak in the 

test set: DPA>CFM>REV>OPC. The ranking of the correlation in the total dataset is the same as in the 

training set, and the DPA and PCI consistently maintain the nearest correlation. 
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From the perspective of financial indicators, the correlation between DRA and PCI is consistently 

ranked 1st in different data sets, indicating that DRA is the most key influencing factor for profitability. The 

correlation ranking of the PBR with the PCI has increased over time, indicating that the positive effect of 

the PBR on corporate profitability is improving. The correlation ranking is 2nd from 2010 to 2020, thus the 

PBR is also a key influencing factor for profitability. Although the positive impact of the PSR and ATU on 

profitability is weakening, they have a high correlation with the PCI over the period 2010-2020 and also 

should be selected as key influencing factors. In addition, while the OPI and CFAR don't have high correla-

tion rankings with the PCI in 2010-2020, their positive influence on profitability is improving and should 

be used as key influence factors. The remainder of the financial indicators don't enhance the positive effect 

on profitability and are excluded.  

 

 

3.3 Validity of the hybrid model 

In this paper, Xinchao Energy Corporation Limited with high PCI is selected as the sample company. 

The key financial influencing factors are screened based on GRA: DRA, PBR, PSR, ATU, OPI and CFAR, 

which are used as input information for the LSTM model while macro key influencing factors: GDP_CG, 

CG_VAI, BC_OIL PRICE are added to the input information. As a result, the feature variable number of the 

LSTM model is 10, and the value at time t is predicted by the PCI at time t-1 using the single-step prediction 

method. 

The LSTM neural network model was built using the open-source software library, Keras, to build the 

Sequential model, adding LSTM layers to it, adding Dropout layers after the LSTM layers, and finally, adding 

the Dense layer. The hidden layer contains 60 neural units and the number of neural units in the output 

layer is 1 in the LSTM model. When the Dropout is 0.5, the Dropout randomly generates the most network 

structures, which effectively enhances the generalization ability of the model and prevents over-fitting 

(Song & Li, 2021). To avoid problems such as exploding and vanishing gradients, the activation function, 

𝑅𝑒𝑙𝑢 is applied. The Adam algorithm combines the advantages of both the AdaGrad algorithm and the 

RMS Prop optimization algorithm (Dokkyun & Jaehyun, 2020), so we adopt the Adam optimizer for optimi-

zation training. We set the loss function as the mean square error and the batch size as 50. After 1000 

iterations, the loss rate is stabilized and convergence is reached. 

 

 
Table 5. The Result of Models Performance Evaluation 

Model 
Performance Indicator 

RMSE MAPE 

Univariate LSTM  0,4101  1,1962  

GSVR 0,4286  1,3863  

SARIMA 0,4251  1,4465  

GPCA-GLSTM 0,3978  1,1110  

Source: own 

 

 

To verify the superiority of the GPCA-GLSTM model, the prediction results are compared with those of 

the GSVR model, SARIMA model and univariate LSTM model.The table 5 shows that RMSE=0,3978 and 

MAPE=1,1110 for the GPCA-GLSTM model. So it has the highest forecasting accuracy and can predict the 

profitability of Chinese petroleum industry listed companies better, therefore the model is valid. 
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DISCUSSION AND CONCLUSION 

In this paper, by constructing a time series stereo data list, we overcome the limitation that cross-

sectional data can't perform dynamic analysis, and adopt the GPCA method to improve the evaluation 

accuracy and objectivity of profitability of Chinese petroleum industry listed companies. In addition, the 

cluster analysis shows that the overall profitability of the Chinese petroleum industry is meager, with very 

few companies having high PCI and profound polarization, so this result verifies the truth of Hypothesis 1. 

In China, the lack of oil resources and the heavy reliance on imports increase delivery costs. At the same 

time, the quality of crude oil is poor, and extraction and smelting costs are very high (EFC, 2020). Exploring 

oil and gas deposits in the deep ocean is a global industrial activity. Although the oil deposits in the deep 

ocean are abundant, extraction requires more advanced technological equipment and enormous invest-

ments. In addition, the fall in oil prices leads to losses, and in many cases the cost of extraction for Chinese 

oil-listed companies exceeds the cost of imported oil. As a result, high extraction costs and oil price volatility 

are the most important reasons for the low profitability of Chinese petroleum industry listed companies. 

Chinese oil companies must vigorously develop clean energy and achieve carbon neutrality. They must not 

only focus on environmental protection, but also promote the upgrading and transformation of the oil in-

dustry. 

DPA and PCI have the highest correlation, which validates the reasonableness of hypothesis 2. Alt-

hough oil companies are supported by strong government funding, China's capital market is not well de-

veloped and profitability is easily affected by the stock market. Managers should prioritize internal financ-

ing and continually optimize the capital structure to reduce financial risk. Companies pay more attention 

to cash flow, the correlation between CFM and PCI gradually ranks higher. However, the correlation be-

tween OPC and the PCI is still not high. Oil companies should improve on the management of assets, 

improve the efficiency of the use of fixed assets, and avoid asset inactivity. Meanwhile, inventory can be 

reduced to avoid tying up large amounts of capital, eventually improving the operating capacity of the 

enterprise. The validity of Hypothesis 3 is verified by comparing the prediction results of the proposed 

hybrid model in this paper with those of other models. The method of screening financial key influencing 

factors through GRA and adding macro key influencing factors improves the prediction accuracy of the 

profitability of oil companies.  

Certainly, there are still shortcomings in this paper: quarterly data are more difficult to obtain, leading 

to incomplete data, and there are fewer sample companies in the panel data. The optimal hyperparame-

ters of the LSTM model are selected after several validations, and with strong subjectivity. Empirical Mode 

Decomposition (EMD) algorithm can effectively solve the lag phenomenon (Chen et al., 2019), and the 

Bayesian optimization algorithm can accurately select the optimal hyperparameters, which are effective 

algorithms to improve the prediction accuracy of the model, and are the next direction of our research. 
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 This paper explores the impact of the Social Security Investment Fund's 

(SSIF) portfolio diversification into private securities in Jordan. It extends to 

examine whether corporate governance can be related to better perfor-

mance and can be used as an additional selection criterion for sound in-

vestment decisions. SSIF is the largest fund in Jordan, with a market value 

of 14.5 billion dollars as of 2019. SSIF believes that investing a portion of 

its assets in equities would likely reduce the need for higher payroll taxes 

and strengthen the program's long-term financial outlook.  However, the 

policy shift exposes the program to higher financial risk. Investment and 

long-term asset values can move in opposite directions. Constructing the 

first Corporate Governance Index (CGI) for Jordan's firms, we document a 

negative relationship between CGI and portfolio performance. Asset selec-

tion increases portfolio return while at the same time, lowering the govern-

ance level of the selected stock portfolio. This result is in line with prior 

empirical research, which also demonstrated that the lower the governance 

standards, the stronger the correlation between governance and firm value 

and performance. 
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INTRODUCTION 

There was always a belief that social security must shift its portfolio allocation inside the Social Se-

curity Investment Unit (SSIU1) in Jordan toward purchasing risky equity to comprise a significant part of a 

comprehensive asset allocation package. This reallocation could strengthen its finances and improve 

intergenerational risk-sharing. 

Adopting this strategy is to shift would help lessen some of the social security's financial problems, 

give all retirees a 'fairer' rate of return, and help the economy by increasing the aggregate size of the 

capital stock. The goal is to increase the fund return by taking advantage of higher returns earned by 

 

1 SSIF, previously Social Security Investment Unit (SSIU), called its equity portfolio the strategic portfolio. 
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equities and reducing the increases in payroll taxes or the calibrating benefits of returning the Social 

Security system to financial viability.  

Unfortunately, results were discouraging, and the increased size of investments in the stock market 

caused a significant loss of value; much of the forwarded cash came in vain. Finally, social security cor-

porations ended up raising payroll taxes and lengthening the working lifetime. 

Things did not go as planned, and the equity investments exposed the program to higher financial 

risk and potentially higher political risk. The intensive investment in equity has caused a total loss of 

about 2.6 billion dollars out of the 5.18 billion dollars between 2005 and 2019, with no single strategic 

tool to stop this more than fifty percent loss of value. Shifting funds to the trust was not wise; social secu-

rity did not set long-run performance objectives without real equity premium projection.  

P. Pestieau and U. Possen (2000) show that switching the social security trust fund towards a more 

significant investment in equities in the United States would have a limited effect on achieving these 

goals. The researchers show that rebalancing the portfolio allocation of the social security trust fund in 

favor of more equity investment, all other things being equal, reduces the aggregate capital stock and 

the average consumption level of all individuals, except the poor retirees. The latter receive an increase 

but at the cost of a substantial increase in uncertainty. 

P. Diamond and J. Geanakoplos (2003) explore the general equilibrium impact of social security 

portfolio diversification into securities through trust funds or private accounts. They mainly find that lim-

ited diversification weakly increases the interest rate, reduces the expected return on short-term invest-

ment (and the equity premium), increases risky investment on behalf of a safe investment, and decreas-

es aggregate investments and asset values in the long.   

C. Weller (2000) discusses the economic risk involved in public and private equity investments as a 

funding solution for Social Security in the United States.  Weller uses stochastic simulations.2 In combi-

nation with different assumptions about the rates of return on bonds and stocks to quantify the risks 

involved in equity investment. For public equity investments, the financial market risk remains significant 

for at least forty years. For individual accounts, Weller finds that the likelihood of performing poorly with 

Social Security or of plunging into poverty in retirement is generally high, yet varies with income level, 

gender, family status, and employment history. In general, women, married workers with dependent 

spouses, or workers with incomplete work histories do worse than men, single workers, or workers with 

complete work histories than the current system or the poverty line.  

A. Radisich (2000) re-evaluated the common perceptions that investing the trust fund into the stock 

market would save the Social Security system by capturing the stock's equity premium over bonds. 

Radisich reports a timing effect that makes the equity premium difficult for social security to capture. The 

stock market's pro-cyclicality and Social Security's cash flows imply that stock prices are highest when 

the Social Security system has the most money to invest. Similarly, when Social Security has the least to 

invest, stock prices are at their lowest. His results support that stock investment benefits for Social Secu-

rity are overestimated, and no such timing effect exists for bonds. 

J. Sabelhaus (2005) questioned the prediction of longer-run equity premium in stock returns and 

raised a concern about shifting Social Security investments toward the stock market. The correlation 

between equity returns and market fundamental are weak at annual frequencies.  This fact has led re-

searchers to conclude that a random return (fixed mean and variance) model is the preferred specifica-

tion for simulating equity returns' future path. When the Monte Carlo simulation of Social Security reform 

is considered, future equity premium projections are questioned.  

P. Diamond (2000) (social security bulletin) argues that projections have over-vaulted stock market 

future return at 7.0 percent return and a "correctly valued" hypothesis implies an implausibly small equity 

premium. He suggests using a better approach that would assume lower returns over the next decade 

and 7.0 percent. 

 

2 Based on the economic assumptions of the 1998 Trust Report of Old Age and Survivors Insurance and Disability Insurance. 



 67 

M. Dotsey (1997) addresses the economic merits of investing a portion of the current trust fund in 

the higher return stock market. He suggests that the ownership of the capital stock has very few conse-

quences for the government's budget. The economic opportunities available to a society are not in-

creased by transferring capital from the private sector to the government. 

D. Ervin et al. (2009) suggest investing 50 percent of the trust fund in equity. They use Monte Carlo 

simulation and conclude that individuals need to deposit at least 15 percent of pre-retirement salary for 

30 years in a portfolio consisting of at least 50 percent equity to realize a high success rate for portfolio 

withdrawal.  

Y. Shen et al. (2019) analyze China's National Social Security Fund (CNSSF) investment in the stock 

market. They compare direct investment by China's National Council for Social Security Fund versus the 

investment performance of entrusted social security funds. They conclude that the latter is better than 

the former. The portfolio management will result in up-normal returns if managed efficiently (The annual 

risk-adjusted return on entrusted investment is 9.54% higher than direct investment) and probably gov-

erned. 

In the second part of the paper, we shed light on the relationship between governance and invest-

ment decisions. For that, we construct the first Corporate Governance Index (CGI) for all the companies 

inside the SSIF portfolio.  We manually collect governance data on corporate governance practices for all 

companies listed on the Amman Stock Exchange (ASE) in 2018 and 2019. Then we build the CGI, cover-

ing all publicly traded Jordanian firms inside the SSIF portfolio for 2018 and 2019.  

Literature reports that governance can be considered a decision tool in stock investments. Some 

document that corporate governance leads to higher common stock returns, better portfolio perfor-

mance, and enhanced firm value; investors can evaluate the risk of deviating from proper C.G. practices 

and determine their investment decisions. 

Empirical research examines whether good corporate governance leads to higher common stock re-

turns and portfolio performance. The results were controversial; Baur et al. (2004) found a positive an-

nual return advantage of "good Governance Portfolio" over "Bad Governance portfolio with a return pre-

mium of 5% for the U.K. portfolio from January 1997 till July 2002. On the other hand, when they test the 

difference in portfolio performance attributable to governance, they report a negative relationship be-

tween good governance and portfolio performance for companies included in the FTESE Eurotop 300 

and are not biased by country. 

Two closely related academic studies focusing on corporate governance and long-term equity returns 

are P. Gompers et al. (2003) and W. Drobetz et al. (2003). They both found governance premium by in-

vesting in good-governance stocks over bad-governance stocks in a long-short strategy. Gompers et al. 

(2003) found an excess return of 8.5%, while Drobetz et al. (2003) report a remarkable annual excess 

return of 16.4% to a corporate governance long-short strategy. On the other hand, M. Jensen and W. 

Meckling (1976) show that better-governed firms might have more efficient operations, resulting in a 

higher expected future cash flow. 

This paper evaluates the implications of investing a percentage of the social security fund in equities 

using asset selection techniques. Further, this paper examines whether corporate governance can be 

related to better performance and be used as an additional criterion for sound investment decisions.  

Social Security believes investing a portion of trust fund assets in equities would likely reduce the 

need for higher payroll taxes and strengthen the program's long-term financial outlook.  However, the 

policy shift exposes the program to higher financial risk. Aggregate investment and long-term asset val-

ues move in opposite directions. In the second part of the paper, we construct a corporate governance 

index for all the companies included in the SSIF portfolio to shed light on the relationship between gov-

ernance and sound investment decisions.  

 The rest of the paper is organized as follows: Section 2 discusses data and presents the equity port-

folio; Section 3 discusses methodology, asset selection, and portfolio performances. Section 4 discusses 

the change in market capitalization. Section 5 discusses the empirical results, and Section 6 has conclu-

sions and implications.    
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1. DATA AND EQUITY PORTFOLIO CHARACTERISTICS  

Two separate data set is used, namely the data for equity returns and investment proportions and 

the data for constructing the CGI.  

 

 

2.1 Data and Equity Portfolio Characteristics  

Data include daily and monthly stock prices of assets invested in the social security equity portfolio 

from 2006 to 2019. Returns are computed from recorded prices, transaction prices, or indicative quotes 

and correspond to typical trade sizes. Data also include quantities invested in each stock inside the equi-

ty portfolio and is adjusted whenever changes in quantity happen because of trade (buying and selling 

activity). Data are from the Amman Stock Exchange (ASE) daily and monthly reports. Quantities invested 

are from Jordan Securities Commission and SSIF.  

The strategic portfolio is passive and aims to establish a well-diversified portfolio of securities with-

out specifying under-or-overvalued stocks.  The current diversification is inefficient, and tracking the 

market (using a "homemade "index fund designed to simulate the ASE) is neglected. Being passive does 

not mean leaving the portfolio intact. An investor must change the portfolio's composition and reap the 

portfolio value's appreciation from time to time. Else there is no benefit from being passive. 

The considerable investment in ASE left the SSIF equity portfolio vulnerable to any adverse shock in 

a small illiquid market like Jordan's. The market witnessed three huge jumps and collapses in prices for 

three years (2005, 2006, and 2008) of unusual hikes and collapse in stock prices during ASE's history. 

SSIF portfolio managers thought that the pull (surge) of 2005 and the bear of 2006 and 2007, 2008 

represent an economic business cycle while it was an exceptional three-bubble year. The year 2005 was 

bullish market sentiment aggravated by inefficiencies in the stock market. The index continues to de-

crease more until a new balance comes to exist. This balance is more directed to small and neglected 

firms searching for speculative income.  

Stock market capitalization drops more than 82 percent between 2005 and 2019, exposing the SSIF 

equity portfolio to a massive loss of value of approximately 51 percent. According to Patal and Sarkar 

(1998) and Mishkin and White (2002), a stock market crash is defined as an event when the regional 

price index declines, relative to the historical maximum, more than 20 percent for the developed mar-

kets, and more than 35 percent for the emerging markets. 

The Jordan stock market suffers from a lack of depth and breadth. The lack of depth in the ASE 

makes it challenging to liquidate without significant loss in value. SSIF's equity portfolio comprises more 

than 13% of ASE's total market capitalization. It is one of the few market makers, and any trading move 

is considered a direct signal to all other traders to follow and replicate, making things more complicated 

for the fund. The high illiquidity in the stock market is an added risk to the total risk the social security 

equity portfolio faces. 

Around the market crash of late 2005, 2006, and 2008, return volatilities and correlations in-

creased dramatically, and seemingly unrelated positions suddenly all moved in the same direction, caus-

ing a magnification of the effect.  

The direct relationship between risk and return holds during the study period; Beta coefficients of 

market return are positive. There is considerable evidence of leptokurtic in stock market data (Fat tails) 

in equity returns. The distribution is peaked relative to the normal.  

Variance Covariance (VCOV) and correlation maps are studied in two different periods to stand on 

covariance changes and correlations during good times and bad times. The correlation map of the SSIU 

equity portfolio during 2006-2007 shows poor diversification. The banking portfolio is poorly diversified 

with a high concentration in one bank (the Arab Bank), while the industrial sector is well diversified. The 

insurance sector is highly diversified, and the service sector is less diversified. In what follows, we calcu-

late a track of portfolio concentrations. This step is essential to show whether the S.S. portfolio is well-

diversified among its portfolio's investments. Weights are presented in Table 1 for each primary sector in 

the years 2006 and 2018.  
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Table 1 shows that the S.S. stock portfolio is heavily invested in the banking sector, followed by ser-

vice, industrial, and insurance. In 2006   72.51% of the S.S. equity portfolio was invested in the banking 

sector, 14% in the service sector, 13% industrial sector, and 0.22% in the insurance sector. The un-

pleasant market conditions that caused collapses in stock prices in 2018 caused investments weights 

inside the portfolio to decline by almost 11% in the banking sector, increased by 5.55%, and by 0.79% in 

the service and the industrial sectors, respectively, and declined by 0.02% in the insurance sector. The 

S.S. portfolio is heavily concentrated in the banking industry in the two study periods. These concentra-

tion imbalances may be justified because the banking sector is the most well-established business in 

Jordan.  

If we look deeper inside each sector, more exciting results emerge. In 2006, the banking portfolio 

was heavily concentrated. Three leading banks amount to 92.25% of the banking sector portfolio in-

vestments. In 2018, one of the leading bank's weights dropped to 51.95%, causing a significant change 

in the whole portfolio's market cap; actually, weights declined drastically because of collapses in bank 

market prices. Table 2 also shows in 2006 that the industry portfolio is heavily concentrated in four large 

companies. The total weight of these four investments amounts to 88.37% of the industry portfolio. In 

2016 the total weights of these four investments jumped to 93.83% of the industry portfolio.  

In 2006 the Service sector was heavily concentrated in three primary investments that amounted to 

74.3% of the service sector. The total weights of these three investments collapsed to 28.35% in 2018 

because of price deterioration.  We neglect the insurance sector due to the small size of the investment 

involved. 

 
 

Table 1. Concentration ratio (CONC) of different sectors inside the equity portfolio for (2005-2007) and (2006-2019 

, 

 

 

 

 

 

 

 

 

Source: own 

* Average yearly weights 

CONC_IND stands for weight concentration in the industry. 

CONC_SR stands for weight concentration in the services. 

CONC_IN stands for weight concentration in insurance. 

CONC_BK stands for weight concentration in banking. 

 

 
Table 2. Within sector concentration ratios 

Year Sector Price Weight 

2006 Banking Sector/ 

Three Main Investments 

92.25% 

2018 89.11% 

2006 Industrial Sector/ 

Four Main Investments 

88.37% 

2018 93.82% 

2006 Service Sector/ 

Three Main Investments 

74.29% 

2018 28.35% 

Source. Own 

 

 

CONC_BK CONC_IN CONC_SR CONC_IND Sectors 

2006*  

72.51% 0.22% 14.56% 12.7% Weights 

2018*  

CONC_BK CONC_IN CONC_SR CONC_IND Sectors 

66.2% 0.20 20.11% 13.49% Weights 

Decline Decline Increase Increase Change 
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The S.S. stock portfolio is heavily concentrated. In 2006, 10 companies amounted to 89% of the full 

portfolio and declined to 77.35% in 2018. Now, in 2018, 13 companies amount to 90% of the entire 

portfolio. 

 

 

2.2 Data and methodology for Constructing CGI 

The literature on the importance and effect of corporate governance is vast, but literature on con-

structing the Corporate Governance Index is minimal. The work of B. Black et al. (2012), B. Black et al. 

(2006a), M. Ararat et al. (2016), and Black et al. (2019) are some of the main works in this area.   We 

adapt these indices to fit the Jordan environment.  B. Black et al. (2019) find that well-constructed, coun-

try-specific "corporate governance indices" can predict higher firm values in emerging markets. The re-

searchers study that question across four major emerging markets (Brazil, India, Korea, and Turkey) and 

build an overall country-specific governance index. The index includes indices for disclosure, board struc-

ture, ownership structure, shareholder rights, board procedure, and control of related party transactions. 

The main findings are: (i) Disclosure (especially financial disclosure) predicts higher market value across 

all selected countries, (ii) Board structure (principally board independence) has a positive coefficient in 

all selected countries, and only significant in two countries, (iii) Ownership structure, shareholder rights, 

board procedure, and control of related party transactions indices do not predict firm value.  

M. Ararat et al. (2016) studied the Effect of Corporate Governance on Firm Value and Profitability in 

Turkey from 2006 to 2012, relying on hand-collected data covering most listed firms.  They built a Turkey 

Corporate Governance Index (TCGI), composed of five sub-indices for board structure, board procedure, 

disclosure, ownership, and shareholder rights. The disclosure sub-index is the principal sub-index that 

predicts higher market value and profitability and drives the index results. Ararat et al. main findings are 

that TCGI predicts higher market value (with firm fixed effects) and higher firm-level profitability with firm 

random effects. 

A. Chen et al. (2007) test the relationship between ownership/leadership structures and stock re-

turns for firms listed in Taiwan. They built a Governance Index based on four different aspects of the 

company's governance structure: CEO duality, size of the board of directors, managements' holdings, and 

block shareholders' holding. They consider this index as a proxy measure of the effectiveness of the cor-

porate governance mechanism in Taiwan. Chen et al. find a strong relationship between the governance 

index and stock performance.  

We construct our tailored CGI, which is composed of five sub-indices, including 60 variables. Ele-

ments suggested by previous literature and fit the Jordanian environment are considered potential indi-

cators of acceptable governance practices by corporations in Jordan. Most variables are coded as "1" if a 

firm has the attribute and "0" otherwise.  We construct a CGI for listed firms in the corporate sector for 

2018 and 2019 using information related to four important corporate governance mechanisms, namely, 

Board Structure, Board Procedure, Disclosure, Ownership Structure, and Minority Shareholder Rights. 

Then different elements inside each sub-index are determined. The elements of each sub-index reflect 

Jordan-specific norms and institutions. 

We manually collect governance data on corporate governance practices for all companies listed on 

the Amman Stock Exchange (ASE) in 2018 and 2019.  

Information about corporate governance dimensions of   Board Structure, Board Procedure, Disclo-

sure, Ownership Structure, and Minority Shareholder Rights are collected manually from own company's 

annual reports, corporate governance compliance reports and charters, The Securities Depository Center 

(SDC), and the Amman Stock Exchange (ASE). 

CGI covers all publicly traded Jordanian firms. CGI is comprised of five equally weighted sub-indices; 

(1) Board Structure, (2) Board Procedure, (3) Disclosure, (4) Ownership Structure, and (5) Minority 

Shareholder Rights. Inside each sub-index, elements are given equal weights based on the different ele-

ments inside these sub-indices. Table 3 describes the sub-indices and attributes in each sub-index.  

 

 

https://papers.ssrn.com/sol3/cf_dev/AbsByAuth.cfm?per_id=190693
https://papers.ssrn.com/sol3/cf_dev/AbsByAuth.cfm?per_id=190693
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Table 3. CGI Sub-indices and elements 

Code Elements of Governance 

BOARD STRUCTURE 

Bs1 The firm has at least one independent director. 

Bs2 The firm has more than one independent director. 

Bs3 The audit committee has a non-executive or independent chair. 

Bs4 The audit committee has an independent member. 

Bs5 CEO (if onboard) and chairman are different people 

Bs6 CEO (general manager) on the board 

Bs7 Is the (general manager) an outsider 

Bs8 A corporate governance committee exists. 

Bs9 The board consists of not less than three and not more than 13 members. 

Bs10 

There is a policy to specify the professional qualifications & training requirements 

for the board. 

BOARD PROCEDURES 

Bp1 The firm has a code of ethics or conduct. 

Bp2 Corporate governance policy or board charter governs the board process. 

Bp3 The firm discloses the membership of the audit committee. 

Bp4 Firm discloses audit committee charter. 

Bp5 The firm has an internal audit function. 

Bq6 
The board implemented a performance measurement process to assess execu-

tive management performance. 

Bq7 
The board has a nominations & compensation committee chaired by an inde-

pendent director (or non-executive director) 

Bq8 
Board has implemented a mechanism to receive shareholder complaints and 

suggestions. 

Bq9 The board adopted and implemented a firm risk management plan. 

DISCLOSURES  

Dis1 The firm puts annual financial statements on the firm's website. 

Dis2 The firm puts quarterly financial statements on the firm's website. 

Dis3 The firm discloses material events on the firm's website. 

Dis4 The firm puts annual reports on the firm's website. 

Dis5 The firm puts C.G. compliance reports separately on the firm's website. 

Dis6 The firm puts an annual agenda of corporate events on the firm's website. 

Dis7 Firm articles of association available on firm website 

Dis8 The firm includes shareholding voting information on the firm's website.  

Dis 9 The firm prepares English language financial statements. 

Dis10 The firm discloses the list of insiders. 

Dis11 The firm discloses shareholdings of individual directors.  

Dis12 CG charter or guidelines disclosed. 

Dis13 Code of conduct or ethics code disclosed.  

Dis14 Information on the last AGM disclosed 

Dis15 Board members' current roles are disclosed.  

Dis16 The board member's background (education, Employment, history) is disclosed.  

Dis17 Board members date of joining the board disclosed  

Dis18 The background of senior managers is disclosed.  

Dis19  Information on internal audit/control is disclosed.  

Dis20 The number of meetings/years is disclosed.  

Dis 

21 
Board resolutions are disclosed.  

Dis22 The executive director's numeration policy is disclosed.  

OWNERSHIP STRUCTURE 

Own1 Control structures that are not proportional to share ownership are disclosed. 

Own2 There are no ultimate controlling shareholders.  

Own3 The firm has no class of shares with multiple voting rights.   

Own4 The firm has an outside block holder with more than 5% of shares.  
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Own5  The firm has managerial equity ownership. 

Own6 Institutional and foreign shareholding exists. 

SHAREHOLDER RIGHTS 

Sr 1 

All shareholders have access to their ownership records and documents main-

tained by the company. 

Sr 2 Shareholders have access to the general assembly meeting minutes. 

Sr 3 

Shareholders have the right to file lawsuits (or any alternative means of dispute 

settlements) against the board, board member(s), and general manager in the 

case they feel the company is at risk because of their actions.  

Sr 4 

Major shareholders who hold 10% or more can request extraordinary general 

assembly meetings.   

Sr 5 Existing shareholders have a priority to subscribe to any new share issuance.  

Sr 6 

Shareholders receive dividends within forty-five days from the date taken by G.A. 

to distribute them.  

Sr 7 Shareholders participate in and are informed about fundamental decisions.  

Sr 8 Shareholders can participate effectively and vote in the GSM.   

Sr 9 

The control structure of the enterprise is transparent and can change based on 

the needs of the shareholders.  

Sr 10 Shareholders within the same class are treated equally.  

Sr 11 The firm has an insider trading policy. 

Sr 12 

The firm does not have any loans to the director or has a policy limiting these 

loans.  

Sr 13 The firm has an investor relations officer/ department.   

Source: own 

 

 

We construct the Jordan Corporate Governance Index (CGI) in two steps. In the first step, we con-

struct a sub-index for each of the four corporate governance components selected; we specify the num-

ber of governance requirements according to best practices and the governance guidelines applied in 

Jordan and existing literature. We give each sub-index equal weight assigned to each element based on 

each corporate governance component's total number of elements. In the second step, we average the 

four sub-indices values to arrive at the overall Corporate Governance Index (CGI). The total CGI score is 

an average of the sub-index scores. In constructing the CGI, we follow the Ararat et al. (2019) method 

and related specifications. 

 

 

2. METHODOLOGY: OPTIMAL PORTFOLIO, ASSET SELECTION, AND PORTFOLIO  

    PERFORMANCES 

Some developed decision rules allow us to reach an optimal solution to a practical portfolio problem 

without solving mathematical programming problems (Elton et al., 1976). Using the single-index model's 

standard form to describe the relationship between risk and return directly relates the desirability of any 

stock to its risk-adjusted excess returns. The single index model will adequately describe the variance-

covariance structure. The excess return to the beta ratio measures how much the market is willing to pay 

securities over the risk-free rate per unit of systemic risk (Elton et al., 2007). Elton et al. (1976) devel-

oped a simple decision criterion to reach an optimal solution to the portfolio problem and its related se-

curity and weights. In this paper, we adopt the E. Elton et al. (1976) procedure. The excess return to Beta 

ratio is used as a decision rule to rank included stocks in the portfolio. How many stocks are selected 

depends on a special cut-off rate (
*C ) (For more details, see Elton et al., .1976, 1977)3.  

 

3 .To find the optimum iC *C , stocks are ranked by the excess return to risk from highest to lowest. For a portfolio of i stocks  

iC  is given by: 
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Relative investments (weights) in each security is calculated using this formula:  
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3. EMPIRICAL RESULTS OF THE FORMATION OF THE OPTIMAL PORTFOLIO BASED 

ON THE INDEX MODEL 

After ranking securities according to excess return-Beta ratio and after calculating the cut-off rate 

( *C ), the securities that must stay in the SSIU portfolio are: 

 

 
Table 4. Asset selection for the periods 2006-2011, 2012-2018, and 2006-2018 

No. of Companies* 2006-2011 2012-2018 2006-2018 

Asset Selected  6 18 8 

% ** 8% 25% 13% 

Source: own 

*Company name details can be provided upon request. ** Percentage of total assets invested in the S.S. portfolio. 

 

 

Table 4 shows that at least 75% of the stocks invested in the S.S. trust fund are selected on arbitrary 

bases and not on a risk-adjusted base; optimality is not a concern. Results are robust for the three-time 

period specification. Securities that pass the stock's inclusion test to join the S.S. portfolio are very little, 

especially when the whole period is considered. Table 2 led us to conclude that S.S. investments were 

not managed well; the inclusion of securities inside the equity portfolio was ad hoc. This result can be 

derived because the average portfolio return of the entire S.S. stock portfolio is -0.33 from 2006 to 

2018, as shown in Table 4. 

Sharpe ratios were not a surprise; Sharpe measures are negative 0.296 for the period 2006-2018. 

The average portfolio return is less than the risk-free rate. Saving money in banks will return 4.25% on 

average (2006-2018), while investing in the stock market for the same period will result in an average 

negative of 33.0% (the last row in Table 4 shows that the average return difference between S.S. equity 

investments and the depository rate during the 12 years shows -4.58%). It is much safer and more prof-

itable to save money in the bank. Shifting funds for investing in the stock market is risky and costly; gen-

erations are already paid twice when the S.S. increases payroll tax and retirement age. Compared to oth-

er Sharpe ratios measured from the optimum selected stocks, Table 5 shows a positive Sharpe ratio of 

1.018 in 2006-2012, -0.063 in 2012-2018 and 2.33 in 2006-2018.  Treynor measure reaches similar 

conclusions. 
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2

m = the variance in the market index 

2

ej = the variance of the stock's movement that is not associated with the stock index movement. This movement is usually 

referred to as a stock's unsystematic risk. 
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Table 5. Portfolio return, standard deviation, and Sharpe ratio. 

 
Asset selection 

2006-2011 

Asset selection 

2012-2018 

Asset selection 

2006-2018 

Without Asset  

Selection 

2006-2018 

No. Co 6 18 8 All stocks 

Rpt* 3.0% 0.223% 1.098% -0.33% 

S.Dp** 2.59% 2.10% 0.32% 2.4% 

Sharpe 1.018 -0.063 2.23 -0.296 

Treynor 1.47 -0.69 0.52 -0.77 

Avg. D.R. 4.57% 3.98% 4.25% 4.25 

Rpt-Avg. D.R. -1.57 -3.76 -2.27 -4.58 

Source: own 

 

 

Table 6 presents a routine to calculate the optimal weights inside the optimal portfolio from 2006 to 

2018. Table 6 shows that the actual weights are far from optimal. 

 

 
Table 6. Optimal weights for the selected portfolio (2006-2018) 

Selected companies stocksi Actual weights % Optimal portfolio weights % 

Company 1 9.20 0.37 

Company 2 0.001 0.12 

Company 3 0.02 0.068 

Company 4 2.56 0.238 

Company 5 0.07 0.11 

Company 6 0.01 0.05 

Company 7 1.29 0.038 

Company 8 2.1 0.0065 

Source: own 

 

 

Policy discussions of social security portfolio diversification into more equity have concentrated on 

the consequences of maximizing retirement benefits, ignoring proper portfolio management techniques 

and risks involved have resulted in the loss of value and reduced expected retirement benefits.  This 

policy may justify the recent amendments to the S.S. low No. 1 of 2014 and future suggestions men-

tioned in the S.S. corporation's eighth actuarial review. For example, maximum insurable earnings for 

deterring contributions and benefits are limited to 3000 JDs for persons who joined the scheme for the 

first time on or after 15 October 2009 and 5000 JDs before 2009. Monthly deductions had increased 

from 18.75 in 2012 to 21.75 % in 2017. It is also recommended that the average retirement age be 

gradually increased from (60 males/55 females to (65 males/60 females over thirty years starting in 

2021 (eighth Actuarial Review of the Social Security Corporation as of 31 December 2013, page 73).  

Recently S.S. Corporations passed a suggested amendment that will cancel early retirement to all new 

participants.SSIF portfolio returns were always less than actual returns gained from just depositing mon-

ey in saving deposits (See Table 5 and 7). 
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Table 7. Savings rates versus portfolio return (2006-2018) 

Year Saving Rates* Portfolio Returns 

2006 5.13 -4.183925803 

2007 5.56 3.081698426 

2008 5.66 -0.522085757 

2009 4.23 -0.385671505 

2010 3.4 -0.200179428 

2011 3.46 -1.07511979 

2012 4.19 -0.14217462 

2013 4.97 -0.138766987 

2014 4.11 -0.086356269 

2015 3.06 0.259984647 

2016 3 -0.446772596 

2017 3.8 -0.283846516 

2018 4.7 -0.541636506 

Source: own 

* Rates are average annual rates as published by the central bank of Jordan. 

 

 

4. BUILDING CORPORATE GOVERNANCE INDEX (CGI)  

We build CGI for all the securities inside the S.S. portfolio and asset selection portfolios listed in Ta-

ble 3 above to stand on the relationship between corporate governance and better asset selection. Table 

8 shows individual companies' governance and composite indices for different asset selection for 2006-

2018. We calculate further the CGI for the S.S. portfolio without asset selection. Because this CGI is the 

first corporate governance index in Jordan, we assume constant historical ratings. This assumption is 

also adopted by Drobetz et al. (2003).  

 

 
Table 8. CGI of different portfolio specifications 

 Asset selection 

2006-2011 

Asset selection 

2012-2018 

Asset selection 

2006-2018 

Without Asset Selection 

2006-2018 

No. Co 6 18 8 All securities 

CGI 62.29% 69.52 58.05% 71.9 

Rpt* 3.0% 0.223% 1.098% -0.33% 

S.Dp** 2.59% 2.10% 0.32% 2.4% 

Sharpe 1.018 -0.063 2.23 -0.296 

Treynor 1.47 -0.69 0.52 -0.77 

Source: own 

 

 
Overall, asset selection CGI's are less than the CGI of the whole portfolio (without asset selection). 

For example, the portfolio's CGI using assets selection for 2006-2011, 2012-2018, and 2006-2018 are 

62.29%, 69.52, and 58.05%, respectively, while the whole passive managed portfolio's CGI is 71.9%. 

When comparing the same period 2006-20018, the portfolio CGI using asset selection is 58.05%, while 

the overall CGI without asset selection is 71.9%. Results in Table 8 also show that asset selection in-

creases portfolio returns while also linked to lower governance of the portfolio. The highest average re-

turns are associated with the lowest CGI and correspond to the lowest risk level (measured by the stand-

ard deviation of 0.32%) among lower than average good, governed portfolios. Portfolio performance is 

better for less governed portfolios. Sharpe and Treynor's measures for less governed portfolios are posi-

tive and above the passive portfolio (except for 2012-2018 due to overall bad economic conditions). 

Results show that a less governed portfolio earns higher than average returns and performs better than 

a better-governed portfolio.  
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We further calculate correlations between CGI and each of the returns and performance measures. 

Results in Table 9 shows that returns and performance are negatively correlated with the level of corpo-

rate governance. This finding goes in line with the results of Lehmann & Weigand, 2001, as they found a 

significantly negative relationship between corporate governance efforts (measured by the ownership 

concentration) and the levels of profitability (measured by the return on total assets).  

 

 
Table 9. Correlation matrix between CGI and:  Returns, Sharpe, and Treynor ratios (all assets 2006-2018). 

Corporate Governance Index Returns Sharpe Ratio Treynor Ratio 

CGI -3.16%   

CGI  -0.035  

CGI   -0.189 

Source: own 

 

CONCLUSIONS AND IMPLICATIONS 

Social Security believes that investing a portion of trust fund assets in equities would likely reduce 

the need for higher payroll taxes and strengthen the program's long-term financial outlook. However, the 

social security trust fund's policy shift towards more equity investment reduces the aggregate capital 

stock and exposes future generations to more uncertainty.  

Evaluating the common perceptions that investing the trust fund into the stock market would save 

the Social Security system by capturing the equity premium that stock enjoys over other instruments 

shows negative equity premium over the period from 2006 to 2018, Sharpe ratio is negative. The fund 

management overstates the benefits of stock investments for social security.  

Overall, the portfolio of asset selections' CGI is less than the CGI of the whole portfolio. Asset selec-

tion increases portfolio return while also linked to lower governance of the selected stock portfolio. Re-

sults show that a less governed portfolio earns higher than average returns and performs better than a 

better-governed portfolio. Correlations between CGI and each of the performance measures are negative.  

One of the main implications of this paper is that if good governance is the major concern of funds, 

then shifting assets into more fixed income instruments might be a good substitute to generate income, 

given that good-governance portfolios are associated with a lower return and risk-adjusted-performance.  
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 This paper investigates the relationship between balance of trade and Jor-

dan's foreign reserves. Yearly data spanning the period 1976–2019 from 

World Bank statistics and Autoregressive Distributed Lag (ARDL) model are 

employed for analysis. Empirical findings suggest that improving the balance 

of trade has a long-term beneficial influence on foreign reserves, implying 

that increasing exports or reducing imports helps foreign reserves. Other fac-

tors (FDI, aid, and remittances) increase the stock of foreign reserves, 

whereas debt servicing reduces the stock of reserves. The error correction 

term is negative in sign and statistically significant, confirming a log-run equi-

librium relationship among our variables, and 30 percent of disequilibria is 

adjusted annually; a relatively fast rate of adjustment indicating that Jordan's 

economy will reach equilibrium in its stock of foreign reserves in less than 

four years. Government policies should place a greater emphasis on support-

ing import substitution and export promotion methods, although additional 

study is needed on multiple fronts. Comparing the response of foreign re-

serves to trade balance improvements in the case of chronic deficits against 

improvements in case of trade balance surplus is particularly interesting. 
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INTRODUCTION 

World international reserves holdings have accelerated sharply in the last decades. The world currency 

reserves increased from 2,239 billion USD in 2000 up to 12,827 billion USD in the third quartile of 2021 

(IMF, 2022). Reserves represent a safety valve for economies, especially in times of external or internal 

financial crises and shocks (Thinh and Thao, 2020). Foreign reserves are the government of foreign assets 

through the monetary authorities, such as major currencies, special drawing rights, and gold. A sufficient 

quantity of foreign reserves improves a country's ability to borrow from abroad and raises its credit rating. 

Foreign investment, tourism, remittances, and foreign aid, as well as international trade are main sources 

of foreign reserves. Exports raise the stock of foreign currency, while imports cause leakages to these 

reserves, and the difference between the value of exports and imports determines the trade balance. 
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The majority of countries seek to accumulate a large stock of foreign exchange reserves in order to 

protect their economies from crises, conduct international transactions, meet external obligations, finance 

balance-of-payments deficits, deal with temporary and unpredictable imbalances in the international pay-

ments system to which their economies may be exposed, and provide foreign-exchange intervention and 

liquidity (Olokoyo et al., 2009; Romanyuk, 2012, Chowdhury et al., 2014; Akanni et al., 2016). The trade 

surplus generates foreign reserves and stimulates economic growth, particularly in countries with a com-

petitive production base. On the contrary, trade deificit, particularly in emerging countries, can negatively 

impact economies and lead to depletion of foreign reserves, exchange rate instability, investment reduc-

tions, and weak economic growth.  

Jordan is classified as an upper middle income country by the World Bank, with a per capita income 

of 4,282.8 USD in 2020, and a population of 10.2 million. The human Capital Index which calculates the 

contributions of health and education to worker productivity was 0.55, and life expectancy at birth was 

increased to 74.7 years. Jordan's economy, on the other hand, has recently experienced major difficulties. 

For example, the Central Bank of Jordan reported –1.6 percent economic growth in 2020, a 19 percent 

unemployment rate, and a 126 consumer price index (with 2010=100) indicating a 26 percent increase 

in the cost of living.  By April 2021, the public debt had reached unprecedented level of 35.4 billion Dinar 

(49.9 billion USD), which forms about 114 percent of 2021 GDP. Furthermore, Jordan hosts more than 2 

million Palestinians, as well as 760,000 UNHCR-registered refugees and asylum seekers, including 

670,000 Syrians making Jordan the world's second-largest host of refugees per capita and the sixth-largest 

refugee-hosting country. 

After the significant depreciation of its dinar1 in 1988, Jordan increased its foreign reserves after re-

alizing the importance of reserves. Reserves increased dramatically from 1.7 percent of GDP in 1988 to 

almost 51 percent in 2003, but have since declined to around 32.5 percent of GDP by 2019. Due to the 

lack of financial competence and the weak production base, Jordan has clearly been obliged to rely on 

imports to cover its consumption and capital needs, resulting in a persistent trade deficit that peaked at 

54.9 percent of GDP in 1981 and subsequently fluctuated over the time period studied to its lowest level 

of 13.6 percent in 2019 according to World Bank Statistics. 

The continued reliance on imports, in conjunction with increasing public debt servicing, compelled the 

surrender of a significant portion of foreign currency reserves. As a result, Jordan remains at risk of running 

out of foreign reserves which threats its Dinar exchange rate again. Therefore, the main objective of this 

study is to determine the impact of trade balance on Jordan's foreign reserves. The remainder of the paper 

is organized as follows: the next section provides a brief overview of the literature. Section three examines 

Jordan's trade balance and foreign reserves, section four depicts statistical analysis, section five discusses 

the findings, and section six concludes. 

 

 

1. LITERATURE REVIEW  

The importance of foreign reserves in dealing with external shocks has attracted the attention of em-

pirical research, and large body of literature investigated economic factors of reserve levels (Islam, 2021; 

Andriyani et al., 2020, Kashif, et al., 2017, Nor et al., 2011, Frenkel, 1974). Arce et al. (2019) propose a 

theory of foreign reserves as macroprudential policy, arguing that by accumulating foreign reserves, official 

authorities can achieve restricted efficient allocation and that the optimal reserve accumulation strategy 

can greatly minimize financial crisis exposure. According to Emmanuel (2013), there are three main indi-

cators to determine the optimal ratio of foreign reserves for developing countries, which in turn influences 

the local currency exchange rate: first, foreign reserves cover the value of short-term debts for three con-

secutive months, second, foreign reserves cover the value of imports for three consecutive months, and 

third, foreign reserves equal 5-20 percent of the money supply. 

 

Although capital inflow, which includes foreign direct investment, remittances, foreign aid, foreign debt 

service, and net international trade, is the most important determinant of foreign reserves, it also has a 

 
1 Dinar is jordan’s local currency. 
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significant impact on the main economic indicators of growth, investment, productivity, and unemployment 

(Williams, 2020; The Economist Group, 2020; Hailat & Magableh, 2018; Hailat and Baniata, 2018; Komi-

jani & Tavakolian, 2011). Nor et al. (2011) investigate the factors that influence foreign reserve holdings, 

emphasizing the long-term link between foreign reserves and the primary determinants of income, imports, 

exports, current account balance, and external debt. They argue that reserves react differently to exports 

and imports in different countries. 

Exports have a large and favorable effects on Indonesia's foreign exchange reserves, as K. Andriyani 

et al. (2020) highlight. M. Kashif et al. (2017) examine the impact of selected macroeconomic parameters 

on India's international reserves holdings, and finds a negative association between trade openness and 

international reserves in the short run, in contrast to previous empirical research. P. Misztal (2021) argues 

that changes in the value of imports and short-term foreign debt, are a major predictor of the level of 

foreign reserves. 

W. Moore and A. Glean (2016) emphasize the relevance of the export sector in determining the optimal 

reserve level. On the one hand, increasing exports improves the trade balance and generates foreign cur-

rency reserves. Imports, on the other hand, have a negative impact on the trade balance and deplete 

foreign reserves; their reduction stops the depletion of foreign currencies as well. According to Golberg and 

Tille (2006), invoicing international trade in foreign currencies may impair the ability of small open econo-

mies to react after a significant exchange rate depreciation. 

A. Nteegah and G. Okpoi (2016) investigate the effects of foreign trade on Nigeria's foreign reserves, 

and their findings show that exports and imports have a positive and negative influence on foreign re-

serves, respectively. Albayrak and Korkmaz (2019) find a long-run relationship between the exchange rate 

and the foreign trade balance, as well as unidirectional relationships between the trade balance and the 

real effective exchange rate and foreign income. 

 

 

2. TRADE BALANCE AND FOREIGN RESERVES IN JORDAN 

Jordan has had a chronic trade deficit and huge fluctuations in its foreign reserves for decades. Many 

economic and political issues, including the Arab Gulf crisis in the 1990s, the global financial crisis in 

2008, and the Arab Spring, which began in 2011, particularly the Syrian crisis, fueled this trend. Jordan 

experienced an influential drop in foreign aid and remittances, as well as a drop in demand for its exports, 

causing the trade balance and foreign currency reserves to fluctuate. 

Figure 1 depicts Jordan's trade balance and foreign reserves as a proportion of GDP from 1976 to 

2019. The graph depicts a chronic trade deficit that has a negative impact on foreign currency reserves 

due to the depletion of foreign reserves to meet Jordan's import needs. In 1979, the percentage of foreign 

reserves to GDP was 36 percent; by 1988, it had dropped to 1.7 percent. Reserves peaked in 2003 and 

above the 50% mark, but progressively decreased to 30% by 2019, with a stock of around $14 billion, 

according to World Bank statistics; International Development Indicators, 2019. The collapse of the dinar 

exchange rate and the rise in the weight of external debt were the main causes of the large drop in foreign 

reserves at the end of the 1980s. 

During the 1970s and early 1980s, Jordan's trade deficit hovered about 50% of GDP, but by the end 

of the decade, it had significantly decreased. However, due to the economic and political upheaval that led 

to the Iraq war in 2003, it was difficult to retain these advances after that. The trade deficit widened and 

the foreign reserve shrank as a result of the war, falling to 40.3 percent and 41.1 percent of GDP, respec-

tively. Throughout the time period under consideration, the trade deficit and foreign reserves continued to 

vary, and an inverse relationship between the two variables was evident. 
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Figure 1. The trade balance and foreign reserves in Jordan, 1976-2019, (%GDP) 

Source: World Bank (2019). 

 

 
Figure 2 plots Jordan's major sources of foreign reserves as a percentage of GDP, including foreign 

direct investment (FDI), net remittances (rem net), foreign aid (AD), and foreign debt service (DS). FDI's 

contribution to GDP was minimal in the 1980s and 1990s, but it began to increase by the end of the 

decade, hitting a peak of 23.5 percent in 2006. Due to the Arab region's stressed security and political 

instability, FDI fell rapidly after that, accounting for only 2% of GDP by 2019. Despite fluctuations, net 

inflows of remittances were a significant source of reserves, ranging from 10% to 25% during the study 

period. 

 

           
Figure 2. Main sources of foreign reserves in Jordan, 1976-2019, (%GDP) 

Source: World Bank: World Development Indicators (2019). 
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Foreign aid was the most major component of Jordan's GDP in 1979, accounting for 44.7 percent of 

GDP; however, it continued to drop after that, reaching a low of 3 percent in 2009. The global financial 

crisis at the time may have contributed to the substantial drop in foreign aid. Finally, foreign debt service 

increased during the 1970s and 1980s, peaking in the early 1990s, then down until 2009, when the 

percentage was 2.9 percent. After that, debt service grew, although not above the 8% mark. 

 

 

3. STATISTICAL ANALYSIS 

Time series data from World Bank statistics spanning the period 1976–2019 is used to investigate 

the impact of balance of trade on Jordan's foreign reserves. The stock of foreign reserves is regressed on 

its key sources including trade balance as follows: 

𝐹𝑟 = 𝑓 (𝑁𝑋, 𝐹𝐷𝐼, 𝑅𝐸𝑀, 𝐴𝐷, 𝐷𝑆) … … … … (1)  

FR stands for foreign reserves, NX for net trade (exports minus imports of goods and services), FDI for 

net inflows of foreign direct investment, REM for net personal remittances (the difference between per-

sonal remittances received and personal remittances paid), AD for net official development assistance and 

official aid received, and DS for total external debt service. Every variable is expressed as a percentage of 

GDP. To test for unit root, the Augmented Dicky–Fuller test is utilized. Table 1 shows that at the 1% signif-

icance level, all variables are first difference stationary or integrated of first order, I (1). As a result, where 

variables are I(0), I(1), or a combination of both, the Autoregressive Distributed Lag (ARDL) model of Pe-

saran et al. (2001) is preferable, and robust when there is a long-run relationship amongst variables.  

 

 
Table 1.  ADF Unit Root Test (with constant) 

Variable 

Level 

 

First Difference 

lags I(d) Test 

Statistic 

5% crit-

ical 

value 

Prob. 
Test Statis-

tic 

5% crit-

ical 

value 

Prob. 

FR – 1.666 
– 

2.950 
0.4487 – 5.948 

– 

2.955 
0.0000 1 I(1) 

NX – 1.802 
– 

2.950 
0.3793 – 4.613 

– 

2.955 
0.0001 1 I(1) 

FDI – 2.202 
– 

2.950 
0.2054 – 5.029 

– 

2.955 
0.0000 1 I(1) 

DS – 2.692 
– 

2.950 
0.0754 – 5.912 

– 

2.955 
0.0000 1 I(1) 

AD – 2.857 
– 

2.950 
0.0506 – 7.529 

– 

2.955 
0.0000 1 I(1) 

REM – 1.950 
– 

2.950 
0.3091 – 5.820 

– 

2.955 
0.0000 1 I(1) 

 

Sourec: own 

Other ADF specifications are tested and yield similar results. 

 

 

The model can be expressed as follows: 

𝐹𝑅𝑡 = 𝛽0  + ∑ 𝛽𝑖𝐹𝑅𝑡−𝑖

ρ

𝑖=1

+ ∑ 𝜑𝑗
′Xt−j + 𝑢𝑡

q

j=0

… … … (2) 

Xt   is a vector that contains the above-mentioned independent variables. The model can be re-para-

metrized in VECM (Vector Errocr Correction Model) format as follows: 
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∆𝐹𝑅𝑡 = 𝛼0 ∑ 𝛼𝑖∆

𝑝−1

𝑖=1

𝐹𝑅𝑡−𝑖  + ∑ 𝛾𝑗

𝑞−1

𝑗=0

𝑋𝑡−𝑗 +  𝛿[𝐹𝑅𝑡−1 − 𝜽𝑿𝑡−1] +  휀𝑡   … … … (3) 

Here, (𝐹𝑅𝑡−1 − 𝜽𝑿𝑡−1) represents one lag residuals from the regression of the dependent variable 

(FR) on the vector of the independent variables X, the error correction term 𝛿 measure the speed of sdjust-

ment toward equilibrium, 𝜽𝑖  estimates the long-run coefficients, while 𝜶𝑖  and 𝜸𝑗 capture the short-run 

coefficients.  

Diagnostic tests for cointegration, serial correlation, hetroskedasticity, and structural breakdowns are 

shown in the appendix. The null hypothesis of no cointegration is refuted by the bound test, with F-statistics 

of 3.85, which is greater than 3.79; the 5% critical value. Based on the p-value of the Breusch–Godfrey LM 

test for autocorrelation which equals 0.4176, we conclude no serial correlation. The white test yields a p-

value of 0.4274, indicating that no heteroscedasticity problem exists, whereas the cusum plot excludes 

structural breaks within the time period under consideration. 

 

 

4. RESULTS 

Empirical estimates of the Short-run and long-run effects of the independent variables on foreign re-

serves are shown in table 2. Foreign aid has a detrimental influence whereas worker remittances have a 

favorable impact on remittances in the short run, whereas trade balance, foreign direct investment, and 

debt service have no short-run effects. In the long run, trade balance, FDI, foreign aid, and remittances 

have a positive and statistically significant impact on the stock of foreign reserves, whereas debt service 

has a significant negative impact on reserves. In summary, a 1 percent improvement in the trade balance 

(equivalently, a reduction in the trade deficit) as a proportion of GDP boosts foreign reserves by 2.4 per-

cent; an exciting increasing return to scale outcme that stiulates the question: would the response of for-

eign reserve be similar if the trade balance was positive? Similarly, a 1 percent rise in FDI, foreign aid, and 

worker remittances increases the stock of foreign reserves by approximately 2.85 percent, 1.99 percent, 

and 1.88 percent, respectively. A 1% rise in foreign debt service, on the other hand, diminishes reserves 

by 1.95 percent.  

 

 
Table 2. ARDL Estimates of Foreign Reserves, Error Correction Parametrization 

ARDL regression (1 0 0 0 2 1)                                                 Log likelihood    =    – 120.02169 

Model: ec                                                                                  R-squared           =     0.55830543 

Sample: 1976 – 2019                                                                Adj R-squared    =     0.43407884 

Number of obs = 42                                                                  Root MSE          =       4.8292324 

 
∆.FR Variable coef.                   Std. Err.           t-statistic            p-value 

Long-run 

ECT – 0.300***                0.098                – 3.07                 0.004 
NX 2.388**                  1.014                  2,36 0.025 
FDI 2.846***                 0.971                  2,93 0.006 
DS – 1.947**                  0.726               -2,68 0.011 
AD 1.991*                    1.087                  1,83 0,076 

Rem 1.883**                   0.905                  2,08 0,046 

      

Short-run 

 

∆ Aid𝑡 0,139 0,188 0,74 0,467 

∆ Aid𝑡−1 – 0.438**                   0,203 -2,16 0,039 

∆ Rem𝑡 0.759*                     0,396 0,064 0,064 

constant  16,23 5,481 2,96 0,006 

*** significant at 1%,  ** significant at 5%,  * significant at 10% level 
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Results are in line with economic theory; an improvement in the trade balance comes through in-

creased exports, decreased imports, or both; each of these actions brings in or saves foreign currency. FDI, 

foreign aid, and remittances are sources of foreign currency inflows, whereas foreign debts generate lia-

bilities in foreign currencies, and so a reduction in debt service reduces leakages in the reserves stock. 

Finally, the error correction term (ECT) is negative in sign and statistically significant, confirming a log-run 

equilibrium relationship among our variables, with 30 percent of disequilibria adjusted annually; a rela-

tively fast rate of adjustment indicating that Jordan's economy will reach equilibrium in its stock of foreign 

reserves in less than four years. 

 

 

CONCLUSIONS 

The main objective of this paper is to examine the impact of the balance of trade on jordan’s foreign 

reserves under chronic deficit spanning the period 1976-2019. We argue that a better balance of trade 

could raise foreign reserves. Empirical findings suggest that improving the balance of trade has a long-

term beneficial influence on foreign reserves, implying that boosting exports and/or curbing imports helps 

to increase foreign reserves, which in turn helps to strengthen economic and monetary stability. As a result, 

government policies should place a greater emphasis on supporting import substitution and export promo-

tion initiatives, as well as improving Jordan's global competitiveness in international trade by gaining ac-

cess to global markets. Other factors (FDI, aid, and remittances) increase the stock of foreign reserves, 

whereas debt servicing reduces the stock of reserves. More research avenues in this field can be pursued. 

The trade balance can be broken down into exports and imports, and the contributions of each can be 

assessed and connected to exchange rate stability, which is important in the case of a chronic trade deficit. 

Also, comparing the response of foreign reserves to improvements in the trade balance in the event of a 

chronic deficit against improvements in the case of a positive trade balance. 
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APPENDIX: DIGONISTIC TESTS   

  
a. ARDL Bounds Test 

 

H0: no levels relationship             F = 3.850 

                                                           t = – 3.070 

Critical Values (0.1-0.01), F-statistic, Case 3 

            [I_0]     [I_1]            [I_0]     [I_1]               [I_0]        [I_1]              [I_0]        [I_1]  

                L_1       L_1              L_05    L_05               L_025     L_025                 L_01        L_01  

k_5     2.26     3.35             2.62     3.79                2.96        4.18               3.41        4.68 

accept if t > critical value for I (0) regressors          reject if t < critical value for I (1) regressors 

 

Critical Values (0.1-0.01), t-statistic, Case 3 

            [I_0]      [I_1]            [I_0]      [I_1]                [I_0]        [I_1]                 [I_0]       [I_1]  

             L_1        L_1             L_05      L_05               L_025     L_025                L_01       L_01  

k_5   – 2.57   – 3.86         – 2.86    – 4.19              – 3.13    – 4.46             – 3.43     – 4.79 
 

accept if t > critical value for I (0) regressors          reject if t < critical value for I (1) regressors 

k: # of non-deterministic regressors in long-run relationship 

 



 87 

b. Serial correlation test  

Breusch–Godfrey LM test for autocorrelation  

lags(p)                   chi2                                 df                     Prob > chi2  

1                  0.657                                1                            0.4176  
 

H0: no serial correlation 

 

 

c. White's test for homoscedasticity: Cameron & Trivedi's decomposition of IM-test 

              Ho: homoskedasticity 

              Ha: unrestricted heteroskedasticity 

chi2(41)       =     42.00 

Prob > chi2 =    0.4274 

 

 

d. Cusum test  
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 Pandemic COVID-19 created new challenges for organizations that signifi-

cantly altered processes in business environment. The changes have also af-

fected the commitment of organizations to their corporate social responsibil-

ity. There are only few examples of sustainability measurements of the-se ac-

tivities or their benefits. Therefore this research intends to fulfill this gap. The 

main aim of the research was to examine the changes in corporate social 

responsibility integration into business activities through measuring their 

benefits and to explore the impact of pandemic on its sustainability. A new 

indicator was created to measure the sustainability of benefits of corporate 

social responsibility focused on business activities of organizations. Case 

studies were conducted in 5 different organizations during two time periods, 

before the pandemic in 2017 and during the pandemic in 2022. All organi-

zations selected for analysis had declared the implementation of ISO 26000 

requirements. A comparison during the 5-year period enabled mapping of all 

changes in corporate social responsibility activities and related benefits. The 

results indicate that the situation during the pandemic worsened the abilities 

of many organizations to develop new partnerships in local communities or 

with new socially responsible customers. It was discovered that the most pos-

itive consequence of the pandemic was a decrease in energy consumption 

that many organizations experienced. However, the risk is the sustainability 

of this positive development in environmental performance of organizations 

after the pandemic. The sustainability of corporate social responsibility inte-

gration measured through its benefits has not significantly decreased during 

the pandemic. However, the variability of particular activities increased since 

some areas stagnated and only few areas recorded an increase. 
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INTRODUCTION 

The outbreak of COVID-19 pandemic and subsequent economic crisis created new and unprecedented 

challenges on all organizations shattering their strategic plans and even in some cases their corporate 

visions for the future. However, if we look at this crisis from a different angle, it can be viewed as an 

opportunity to evaluate the strength of organization's dedication to its goals and even principals it had 

committed itself to complying with. One of such commitments could be to its corporate social responsibility.  
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Implementation of corporate social responsibility and its principals has gradually become a key en-

deavor for many public and private organizations since the start of the 21st century (Salam and Bajaba, 

2021). Incorporating its activities into corporate plans has even become a matter of course. Due to eco-

nomic strains of the pandemic crisis many managers were forced to reconsider such practices. Many au-

thors' opinions wary on the subject whether when on such crossroads the managers choose to preserve 

organization's commitment to corporate social responsibility or to use this opportunity to cut down these 

practices in order to save costs. Navickas et al. (2021) represent the researchers who believe the former. 

These authors described how many organizations further developed their socially responsible practices 

during the pandemic in order to protect and motivate their employees. Authors Huo et al. (2021) believe 

that the COVID-19 pandemic has created pressure on organizations to cut cost leading to suspension of 

many projects. However, all these studies focused on short-term effects of the crisis. What is missing from 

the current pool of knowledge is the information on how the pandemic affected the sustainability of organ-

ization's corporate social responsibility integration into business activities. This research strives to provide 

this information by conducting a comparison of levels of sustainability before and after the pandemic.  

 

 

1. LITERATURE REVIEW 

In today's business environment, organizations are facing increasing pressures on environmental and 

social responsibility. D. Arcos and D. Sarabio (2022) emphasized that this requires organizations to de-

velop their own socially responsible strategies based on unique business conditions. The concept of social 

responsibility must permeate all areas of corporate governance. It is important to incorporate elements of 

sustainability and social responsibility not only into those activities of the organization that present the 

organization externally, but also into those processes and activities that the customer is not directly aware 

of. Thus, an organization should not only declare socially responsible business, but also actually apply its 

principles. The best way to achieve the integration of sustainability and social responsibility elements into 

all business processes is to incorporate these principles into business plans. 

The integration of sustainability and social responsibility into the planning process begins with char-

acterizing the organization's mission. The mission of an organization defines the boundaries within which 

the organization should operate. It is formally declared and published. Every socially responsible organiza-

tion must have these principles enshrined in its mission, which is not only a tool for presenting the organ-

ization to the outside world, but also forms the basis for creating the organization's vision and goals. Prin-

ciples of sustainability and social responsibility, such as corporate responsibility, integrity, respect and 

innovation, must be a key part of the organization's mission and must be sufficiently characterized and 

clearly defined (Popescu, 2019). Consequently, there will be no misinterpretation or misunderstanding. 

Based on the mission of the organization, its goals are defined. In terms of time, we distinguish be-

tween strategic and operational goals, in terms of hierarchy, superior and subordinate goals, and in finan-

cial terms, we distinguish between monetary and non-monetary goals. In integrating elements of sustain-

ability and social responsibility into corporate practice, a prerequisite for success is that goals at all levels 

must be in line with the principles of sustainability and social responsibility. From a historical point of view, 

profit maximization has long dominated as the organization's highest goal. However, in the current market 

economy, there has been a shift to maximize the organization's market share as its main goal. Both of 

these monetary goals remain important in a socially responsible organization, as their fulfillment is a basic 

prerequisite for the survival of the organization. Nevertheless, an organization cannot strive to meet its 

monetary targets at all costs. In the concept of sustainability and social responsibility humanity has pro-

ceeded towards the assumption of selflessness in achieving goals, meaning that the organization makes 

efforts to achieve its goals, but not at the cost of harm to other entities or the environment (Chrisman and 

Carroll, 1984).  

Even when integrating elements of sustainability and social responsibility into the system of business 

goals, the content of the goal must be clearly defined so that everyone can understand it. It must be con-

crete, quantifiable and achievable. It is ensuring the clarity and quantifiability of the objectives that can 

cause the greatest problems for an organization integrating elements of sustainability and social respon-

sibility. Especially in the case of organization that did not previously have a clearly defined quality policy 

and a developed code of ethics. However, in the process of setting goals, it is true that not only the 
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representative of the organization's management is responsible, but also those who participate in the ful-

fillment of these goals. Stakeholder management has therefore become a key concept of modern man-

agement.  

The role of management is to ensure, first and foremost, the internal coherence of the principles of 

sustainability and social responsibility with the organization's practices. Subsequently, they must ensure 

external consistency of plans with stakeholder requirements (Yuan et al., 2011).  

By integrating elements of sustainability and social responsibility into business processes, the organi-

zation will gain other necessary concepts that the organization must incorporate into its system of goals in 

the planning process. These could be: sustainable development, environmental protection and social goals 

(Fooks et al., 2013). The staffing plan must take into account the rights and needs of individual employees. 

ISO 26 000 states that social protection is reflected in categories such as remuneration for work per-

formed, working hours, rest breaks, leave, disciplinary and termination procedures, maternity protection 

and social conditions. 

J. Pirsch et al. (2007) dealt with linking the concept of sustainability and social responsibility with the 

organization's marketing activities. According to their opinions, increasing customer loyalty should remain 

one of the strategic goals in the marketing plan. The integration of CSR principles can be one of the key 

tools to achieve this goal. Management should therefore focus marketing strategies on building the organ-

ization's image as an organization applying the principles of sustainability and social responsibility. 

Last but not least, it is important for managers to ask themselves two basic questions in the planning 

process: Are we looking at the problem broadly enough? Are business decisions in line not only with mon-

etary objectives but also with ethical principles? Only if both questions are answered in the affirmative can 

managers declare that they have succeeded in implementing the concept of sustainability and social re-

sponsibility into the planning processes in their organization. 

When organizing work in an organization, management must take into account, in particular, the fact 

that work is not a commodity. Employees cannot be considered as a factor of production and subject to 

the same market forces as the goods. When organizing work, the organization's management must take 

into account that in the center there is always a person as a living being with his rights. According to L. 

Dagiliene et al. (2014) for this reason, managers must not underestimate factors such as transparency 

and trust and their impact on performance. The costs of building a corporate culture must not be under-

stood as wasted money, but as an investment in the development of the organization, which will return 

several times in the form of satisfied employees. The personal involvement of employees will also contrib-

ute to the sustainability of established principles of sustainability and social responsibility. Managers must 

also create an environment in which employees can achieve group goals while minimizing time, money, 

dissatisfaction, and so on. 

Workers and employees, without any distinction, have the right to set up organizations of their choice 

and to join them without prior authorization in accordance with the rules of the organization concerned. 

Employees must also be able to set up informal organizations within the organization. Management recog-

nizing the principles of corporate social responsibility has no right to prevent them from doing so and 

should respect that organization. 

According to G. Zwetsloot (2003) management should pay special attention to the process of deregu-

lation and delegation in the context of social responsibility. Lower level managers thus gain more powers 

and at the same time work in the organization becomes more efficient. Managers will also gain more free-

dom in decision-making, but also more responsibility for the organization's activities. 

Several studies focused on measuring the state of implementation of corporate social responsibility 

in organizations (Islam et al., 2021; Park et al., 2016). A lot of attentions has also be given to descriptions 

of potential benefits that corporate social responsibility can bring to an organization (Pinto and Allui, 2018; 

Lopez-Fernandez and Rajagopal, 2016). In evaluating the benefits of applying the principles of social re-

sponsibility various authors (Moravcik et al., 2014; Sun and Price, 2016; Xie, 2014) recommend focusing 

on the following factors to measure benefits of corporate social responsibility as a matter of priority: 

− good name of the organization 
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− customer satisfaction and loyalty 

− flexibility of the organization's main processes 

− employee satisfaction and qualification 

− ecological corporate culture. 

 

However, there are no studies that focused on both measuring the state of corporate social responsi-

bility implementation and its benefits. Furthermore, it is not enough to only sufficiently implement corpo-

rate social responsibility principles into existing managerial system of organization. The main challenge 

comes afterwards. The development of socially responsible management system is essential in ensuring 

the continuity of organization. This challenge often makes the system not sustainable in a long-term period. 

Various authors focused on implementation of corporate social responsibility and even problems of its 

sustainability (Varzaru et al., 2021), however what lacks from the current pool of knowledge is the infor-

mation on the COVID-19 pandemic affected these activities and their sustainability.   

 

 

2. MATERIALS & METHODS 

Based on the theoretical background, it is possible to create an indicator to assess the level of sus-

tainability of corporate social responsibility integration into business activities. The main consideration is 

given to measureable outcomes of corporate social responsibility implementation as indicators of its im-

plementation in organization and identification of potential changes during the pandemic. These steps in 

procedure of creating this new indicator were followed: 

− determination of the factors that the comprehensive indicator should include, 

− calculation of factor weights ensuring that each individual factor has the same impact on overall indi-

cator, 

− definition of the scale of values of each of the factors, 

− construction of the indicator calculation formula, 

− calculation of the maximum and minimum values that the indicator can reach, 

− definition and characterization of the scale of evaluation of the indicator, both mathematically and 

verbally. 

 

The development of the sustainability of corporate social responsibility integration into business activ-

ities indicator (ISBP) followed the procedure in order to create a general version of indicator that can be 

used for measurements in all kinds of organizations. Firstly, the individual factors for evaluation were de-

termined for each group of parameters listed above focusing on their desired effects in organization. These 

factors are provided in Table 1. Subsequently, it is necessary to assign weights to individual factors. In the 

case of need for comparison of results between different time periods, it is optimal to assume that all 

factors have the same weight. It is necessary to ensure that each group of evaluated factors has the same 

share in the calculation of the final indicator ISBP. Therefore, the weight of 30 was divided between the 

individual factors in the given group (last column in Table 1). 
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Table 1. Inputs to measuring the sustainability of business processes 

Area Label Factor Label 
Unit of 

measure 
Weight 

Good name of 

the organiza-

tion 

A 

Market position share A1 % 10 

Newly created local partnerships A2 quantity 10 

Socially sensitive consumers as 

newly acquired customers per year 
A3 quantity 10 

Customer satis-

faction and loy-

alty 

B 

Increase in sales compared to last 

year 
B1 % 10 

Customer complaints B2 quantity 10 

Recurring order rate (share of total 

orders) 
B3 % 10 

Flexibility of the 

organization's 

main processes 

C 

Product life cycle length C1 
number of 

years 
6 

The share of suppliers that have im-

plemented the ISO 26000 standard 

in the total number of active suppli-

ers 

C2 % 6 

The share of unmanaged risks in the 

total number of risks recorded in the 

risk database 

C3 % 6 

Degree of flexibility of the supplier 

base (share of the number of active 

suppliers in the total number of reg-

istered suppliers in the database) 

C4 % 6 

The rate of qualified universal staff 

that can be moved between activi-

ties in the organization's main pro-

cesses (as a proportion of the total 

number of employees) 

C5 % 6 

Employee satis-

faction and 

qualification 

D 

Employee satisfaction rate D1 % 10 

Staff turnover rate D2 % 10 

Increase in the number of applica-

tions for employment 
D3 % 10 

Ecological cor-

porate culture 
E 

Energy consumption change E1 % 15 

Share of recyclable waste in total 

waste generated 
E2 % 15 

Source: own 

 

 

The next step is to define the scale for evaluation of individual factors. The rating scales for our exam-

ple of general indicator are listed in Table 2. Also, when creating a rating scale for each factor, we must 

take into account the same weight of factors regardless of the number of degrees into which the scale is 

divided. Within each group, the weight of 60 is divided between the individual stages of the division of the 

factor values in the given group. This means that, for example, for factor A1, which is divided into four 

stages, the worst result would be assigned to a value of 15 and the best value to 60. Factor A2 is divided 

into three stages. The worst result would be assigned a value of 20 and the best a value of 60. 
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Table 2. Scale for evaluation of individual factors 

Factor Scale Assigned points 

A1 

100% – 80% 60 

79% – 60% 45 

59% – 40% 30 

39% or less 15 

A2 

4 or more 60 

2 - 3 40 

0 – 1  20 

A3 

501 or more 60 

101 – 500 40 

0 – 100 20 

B1 

30% or more 60 

20% – 29% 48 

10% – 19% 36 

0% – 9% 24 

decrease 12 

B2 

0 60 

1 – 9 50 

10 – 19 40 

20 – 39 30 

40 – 59 20 

60 or more 10 

B3 

more than 20% 60 

10% – 19% 48 

5% – 9% 36 

1% – 4% 24 

0 % 12 

C1 

more than 10 60 

7 – 9 45 

3 – 6 30 

2 or less 15 

C2 

5% or more 60 

2% – 4% 40 

0% – 1% 20 

C3 

4% or more 60 

5% –  9% 45 

10% – 19% 30 

20% or more 15 

C4 

less than 50 % 60 

50% – 69% 45 

70% – 89% 30 

90% – 100% 15 

C5 

80% – 100% 60 

50% – 79% 48 

30% – 49% 36 

10% – 29% 24 

0% – 9% 12 

D1 

80% – 100% 60 

50% – 79% 45 

20% – 49% 30 

20% or less 15 

D2 

0% – 9% 60 

10% – 19% 45 

20% – 29% 30 

30% or more 15 

D3 21% or more 60 
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11% – 20% 45 

0% – 10% 30 

decrease 15 

E1 

decrease by more than 5% 60 

no change or decrease by 0% 

– 5% 
40 

increase 20 

E2 

21% or more 60 

11% – 20% 40 

0% – 10% 20 

Source: own 

 

 

Once the inputs were prepared for defining the indicator of sustainability of business processes, it was 

possible to proceed to its development. The formula for calculating the value of indicator was as follows: 

𝐼𝑆𝐵𝑃 = 10 × 𝐴1 + 10 × 𝐴2 + 10 × 𝐴3 + 10 × 𝐵1 + 10 × 𝐵2 + 10 × 𝐵3 + 6 × 𝐶1 + 6 × 𝐶2 +× 6 × 𝐶3
+ 6 × 𝐶4 + 6 × 𝐶5 + 10 × 𝐷1 + 10 × 𝐷2 + 10 × 𝐷3 + 15 × 𝐸1 + 15 × 𝐸2 

The last step was to determine the scale for the evaluation of the indicator. First of all, it was necessary 

to find out what maximum and minimum values the ISBP indicator can reach. To calculate the maximum 

value, we simulated the case of a situation where all input parameters (individual factors) reach the maxi-

mum value, which we incorporated into the calculation formula: 

𝐼𝑆𝐵𝑃 = 10 × 60 + 10 × 60 + 10 × 60 + 10 × 60 + 10 × 60 + 10 × 60 + 6 × 60 + 6 × 60 +× 6 × 60
+ 6 × 60 + 6 × 60 + 10 × 60 + 10 × 60 + 10 × 60 + 15 × 60 + 15 × 60 

It was discovered that the ISBP can have a maximum value of 9,000. This would be an ideal situation 

that any organization could achieve. We proceeded similarly when calculating the minimum value of ISBP, 

but now we incorporated the worst possible values of input parameters: 

𝐼𝑆𝐵𝑃 = 10 × 15 + 10 × 20 + 10 × 20 + 10 × 12 + 10 × 10 + 10 × 12 + 6 × 15 + 6 × 20 +× 6 × 15
+ 6 × 15 + 6 × 12 + 10 × 15 + 10 × 15 + 10 × 15 + 15 × 20 + 15 × 20 

The ISBP can have a minimal value of 2,402. Both of these values represent the limit values for the 

development of the ISBP. For the needs of evaluation, a scale of ISBP values divided into 3 levels was 

created according to the degree of achieving the sustainability of corporate social responsibility integration 

into business activities. Each stage had the same point range. Numerical and verbal interpretation of the 

scale is provided in Table 3. 

 

 
Table 3. ISBP evaluation scale 

Value Interpretation 

6,802 – 9,000 high degree of corporate social responsibility integration into business activities 

4,603 – 6,801 medium degree of corporate social responsibility integration into business activities 

2,402 – 4,602 low degree of corporate social responsibility integration into business activities 

Source: own 

 

 

The indicator created in this way allows the organization to assess the degree of sustainability during 

a specified period. The calculation of ISBP indicator allows a comparison of its values in different periods. 

Five different organizations were selected to apply the proposed methodology and to serve as case studies 

for evaluation of affects of COVID-19 pandemic on sustainability of corporate social responsibility. Infor-

mation on these organizations is provided in Table 4. The data was collect from these organizations twice 

in order to enable comparison of indicator values in two time periods: 2017 and 2022. Organizations for 

this research were selected since they all declared their commitment to corporate social responsibility in 
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2017. Organizations from different sectors of economy and of different size were selected to enable com-

parison and to fully comprehend the changes that occurred during the pandemic.  

 

 
Table 4. Organizations 

Characteristic of 

organization 

Organization 

no. 1 

Organization 

no. 2 

Organization 

no. 3 

Organization 

no. 4 

Organization 

no. 5 

Type of organiza-

tion (conducted 

business activi-

ties) 

hotel and res-

taurant 

production of 

car compo-

nents 

production of 

food products 
energies (gas) 

providing IT 

consultation 

services 

No. of employees 

in 2017 
72 900 35 108 9 

No. of employees 

in 2022 
58 750 41 116 9 

No. of years op-

erating on the 

market (as of 

2022) 

> 20 10 - 20 <10 > 20 <10 

Source: own 

 

 

3. RESULTS 

The applied methodological approach enabled measurement of corporate social responsibility imple-

mentation through its perceived benefits. Table 5 provides the comparison of overall ISBP values and val-

ues for individual areas of corporate social responsibility benefits calculated in the range of 5 years for 

selected organizations. 

 

 
Table 5. ISBP calculation in 2017 and 2022 

Organization 
Organization 

no. 1 

Organization 

no. 2 

Organization 

no. 3 

Organization 

no. 4 

Organization 

no. 5 

Area A value in 

2017 
1,300 900 750 1,600 950 

Area A value in 

2022 
550 700 550 950 550 

Area B value in 

2017 
1,480 1,460 1,260 1,580 1,360 

Area B value in 

2022 
740 1,120 1,380 1,340 1,600 

Area C value in 

2017 
894 1,308 1,128 1,134 1,218 

Area C value in 

2022 
732 1,176 1,038 1,152 1,038 

Area D value in 

2017 
1,200 1,500 1,050 1,050 1,500 

Area D value in 

2022 
1,050 750 1,050 1,350 1,350 

Area E value in 

2017 
900 900 1,200 1,200 900 

Area E value in 

2022 
1,500 1,200 600 1,200 1,500 

Source: own 
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Initially, all interviewed managers in 2022 declared that their organization had only slightly altered the 

corporate social responsibility activities. However, figure 1 provides the comparison of ISBP values among 

analyzed organizations confirming that the outcomes differed. The data also provides the rate of change 

in value of ISBP calculated for individual organizations. The results indicate that the biggest difference 

between values in 2017 and 2022 was observed in organization no. 1. On the other hand, the organization 

no. 5 experienced an increase in value. Both of these organizations were providing services indicating the 

variability that was not related to type of products provided by organizations. This difference was caused 

by the fact whether the organization provides services to the general public such as hotel or restaurant or 

a targeted customer. However, it is essential to look more in detail at individual factor changes to com-

pletely understand the changes and evaluate the sustainability of corporate social responsibility imple-

mentation.  

 

 

 

Figure 1. ISBP values and rate of change 

Source: own 

 

 

The first examined organization was a hotel with its own restaurant. This organization started to ac-

tively focus on concepts of corporate social responsibility in 2015 when the hotel changed ownership and 

most of its top management. During the pandemic, the hotel and its restaurant operated only on a limited 

basis. For this reason, it was possible to observe a decline in its market position, despite the overall slow-

down in the tourism sector during the pandemic. The limited mode of operation was also reflected in the 

hotel's relations with partners, which meant significant decreases in the values of factors A2 and A3. Prior 

to the outbreak of the pandemic, the hotel managed to achieve sales growth of more than 20%. However, 

during the pandemic, the hotel and its restaurant saw a significant drop in sales. Along with the decrease 

in visitors, the hotel's complaints also decreased. The whole area B thus recorded a significant decrease 

in the total value, namely by half. There were almost no changes in organization no. 1 recorded in area C 

in 2022 compared to 2017, except for factors related to suppliers and unmanaged risks. In area D, the 

organization recorded a significant decrease caused mainly by the factor D3 - number of applications for 

employment. A positive finding is that in 2022 the hotel saw an increase in area E, in both its components 

by two thirds. The analyses of the particular areas showed that the overall level of the indicator decreased 

by exactly 1,202 points. This drop also represented for organization a shift from medium degree of corpo-

rate social responsibility integration into business activities to low degree of corporate social responsibility 

integration. It was the biggest recorded change of all the surveyed organizations. 

According to the data provided in table 5 organization no. 2 that produces car components experi-

enced significant changes in its activities during the pandemic. This company has been on the market 

since 2010. Its social responsibility has been an integral part of company's corporate culture since 2014 

when a new person has occupied the position of top manager. The main challenge this organization faced 

during the pandemic was related to its employees. The company also had to overcome a slight slump in 

demand for its products due to decline of production of cars by major companies that buy the components 
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from this organization that has started in 2021. This decline even led to dismissal of employees. In 2022, 

the company managed to maintain its position in the market, also due to the overall stagnation in the 

industry. In other factors in area A, however, the company failed to maintain its pre-pandemic results. The 

company has regular customers who buy components from it on a regular basis. Even during the pandemic, 

the structure of customers did not change, but the ordered volumes decreased. At the same time organi-

zation no. 2 recorded a slight increase in complaints from customers, which was caused by the reduced 

ability of the company to fulfill orders within the deadline. Organization no. 2 did not fundamentally change 

its products in the period 2017 - 2022, which did not change the length of their life cycle. The company 

had to fundamentally change its suppliers during the pandemic, which caused production problems, but 

ultimately brought the company a higher level of factor C2. The total number of socially responsible sup-

pliers increased in the company in 2022 compared to 2017. Like most organizations, the organization no. 

2 recorded an increase in unmanaged risks. There was also a slight decrease in the value of factor C5. In 

the whole area D, which concerns employees, the company achieved worse values in 2022 than in the 

period before the outbreak of the COVID-19 pandemic. In the ecological area, the company managed to 

maintain a constant level of recyclable waste and also to reduce its energy consumption, which was how-

ever caused by the reduction of production during the pandemic. Overall, the value of the ISBP indicator 

decreased by 1,122 points. The largest decrease occurred in the value of area B, by up to 50%. Organiza-

tion no. 2 managed to maintain a medium degree of corporate social responsibility integration into busi-

ness activities.  

Organization no. 3 has been producing canned food products since 2014. The pandemic did not sig-

nificantly affect the production activities in this company. Organization even managed product portfolio 

expansion in 2020 that generated a slight increase in number of organization's employees. Only minimal 

changes in most factors were noted in this company. The decrease occurred in the value of area E, as the 

organization no. 3 failed to meet its environmental targets in 2022. The value of this area thus decreased 

by 50% compared to 2017. However, the finding that organization no. 3 did not change the value of area 

D at all, which means that the company managed to maintain its social responsibility to employees. How-

ever, the ever-decreasing interest in working for this company can be perceived as a risk, as the number 

of applications for employment is decreasing year-on-year. In area A, there was a change only in the num-

ber of established local partnerships (factor A2). Organization no. 3 managed to maintain favorable rela-

tions with regular customers during the pandemic and even gained new customers, which was reflected in 

a small increase in sales. The value of area B thus increased by 120 points, as the values of factors B2 

and B3 did not change in 2022 compared to 2017. Furthermore, no fundamental changes were observed 

in area C, with the exception of factor C3. In 2022, the value of the ISBP decreased by a total of 770 points 

compared to 2017. At first glance, this may seem to be a very good result in terms of the sustainability of 

the organization's socially responsible activities. However, it is necessary to perceive as a risk that in many 

factors the organization no. 3 already in 2017 reached the lowest values of the scale. In 2022, this com-

pany was only 16 points above the low degree of corporate social responsibility integration into business 

activities. 

Organization no. 4 operates in energies industry provided gas. This company has actively pursued the 

corporate social responsibility since the beginning of its existence with main focus being on environmental 

area. In 2009 the organization has started to implement more activities in social and economic areas. 

According to the data organization no. 4 experienced minor changes in 2022 in area A related mainly to 

decrease in values of indicators A2 and A3. Due to pandemic, organization's ability to develop new local 

partnerships decreased by two degrees in comparison to its value in 2017. Furthermore, organization also 

obtained less socially sensitive consumers as newly acquired customers in 2022 than in 2017 which the 

manager explained was also due to lockdowns during which the organization had limited personnel flexi-

bility in sales and technical departments. However, the organization managed to hold its high market share 

since factor A1 experienced no change in its value during the monitored period. In area B, the organization 

saw a slight year-on-year decrease in sales percentage, but was able to maintain a relatively low level of 

customer complaints. Due to the nature of the service provided, the organization enters into long-term 

contracts with most customers, so in factor B3 it stated the highest possible value in both years. At the 

same time, the manager explained that only a negligible proportion of customers change their services to 

the services of competing gas providers. Product life cycle of organization no. 4 did not change during the 

pandemic and remained at the highest level. Due to the nature of the product, this organization has only 
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1 supplier of the main raw material, which did not have the ISO 26000 standard implemented in 2017 or 

2022. Neither other suppliers have implemented this standard, so in both years analyzed factor C2 was 

assigned the lowest value. In 2022, the organization has slightly improved its risk management, which has 

contributed to an increase in the value of the factor C3. Organization experienced no changes in its degree 

of flexibility of the supplier base (C4). The organization has long had a low rate of qualified universal staff 

that can be moved between activities in the organization's main processes, which declined further in 2022 

due to the COVID-19 pandemic. The organization has monitored the satisfaction of its employees for a long 

time. Its level did not change significantly during the period under review, as did the staff turnover rate, 

which remained at 12.68%. In 2017, the organization no. 4 recorded decrease in the number of submitted 

job applications, but during the pandemic the number of applications increased by 15%, which contributed 

to the increase in the value of the factor D3. Furthermore, this organization experienced almost no changes 

in its ecological corporate culture area. The overall value of ISBP indicator calculated for organization no. 

4 decreased by 572 points which means that this organization managed to hold on to its medium degree 

of corporate social responsibility integration into business activities. It even managed a slight increase in 

area C (by 18 points) and significant increase in area D (by 300 points). The biggest decline was recorded 

in area A, which evaluated the good name of the organization through its relationships with customers and 

the local community. This result is not unexpected given the impact of the pandemic on the possibility of 

making new contacts and some personal forms of presentation that this organization usually relies on.  

Organization no. 5 providing IT services is a small organization providing services only at the local level, 

so its market share has been negligible. This company was created by two owners in 2016. A year later 

one of the owners left the company, leaving a single owner who also manages the company. The vision 

from the creation of the company has been to create a organization that is well-established in local com-

munity. Therefore, the corporate social responsibility has been a key concept for strategic existence of this 

organization. The owner is largely trying to get involved in the local community, which contributed to the 

creation of 6 new partnerships in 2017. However, in 2022, no such new cooperation was established. The 

organization grew slightly in sales in 2017, and this growth increased during the pandemic. This result is 

not unexpected, as the organization operates in the IT sector and there was high need for its services 

during the pandemic. The finding that the number of customer complaints has not changed despite the 

increased activity is also positive. The organization has also managed to maintain its high rate of recurring 

orders. In area C, the only change was recorded in the value of factor C3 in 2022. All other factors had the 

same values in 2022 as in 2017. However, due to the pandemic, the organization had to deal with a higher 

number of risks, many of which were unmanaged. Due to the nature of the services provided, the organi-

zation places great emphasis on having high-quality employees. For this reason, its owner invests into 

maintaining their satisfaction. The level of factors D1 and D2 was at its highest value in both monitored 

years, which indicates that the owner managed to maintain employee satisfaction even during the pan-

demic, so they were not motivated to change jobs. However, the owner recorded a slight decrease in the 

number of job applications in 2022 (factor D3). This organization experienced a decrease in energy con-

sumption rate since in 2022 the staff still often used the home office they had become accustomed to 

during the pandemic. The share of recyclable waste in total waste generated has not changed in this or-

ganization. In overall the areas A, C and D experienced a decrease in its pre-pandemic values, whereas the 

values of areas B and E significantly increased. As a result, the value of ISBP indicator slightly increased 

for organization no. 5 by 110 points. 

 

 

CONCLUSION AND DISCUSSION 

The sustainability of corporate social responsibility implementation in organization is often overlooked 

when evaluating the performance of organization. There are various possible approaches to assess the 

sustainability of these activities. L. Yeh (2021) recommend measuring stock price crash risk and profita-

bility. However, this method clearly omits non-economic benefits of corporate social responsibility applica-

tion. Few studies applied the indirect form of assessment through corporate social responsibility benefits 

for organization. K. Asiaei et al. (2021) focused only on management accounting and control systems, 

which resulted in a narrow focus of analysis. Moreover, B. Diez-Canamero et al. (2020) and P. de Leaniz 

and I. Rodriguez (2013) also analyzed benefits of corporate social responsibility in organizations, however 
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these authors did not implement the issue of sustainability of analyzed activities in organizations. Very few 

research studies focused on changes that were forced on organizations during the pandemic (Usak and 

Bednarik, 2022; Humphreys and Trotman, 2021). This research study applied a novel methodological ap-

proach that was applied in selected organizations. The findings were described as case studies in order to 

capture differences between organizations in different sectors of economy and to compare the levels of 

corporate social responsibility before and during the pandemic. The results indicate that the most variable 

area was area A since the pandemic situation worsened organizations' abilities to develop new partner-

ships in local communities or with new socially responsible customers. The most positive consequence of 

the pandemic was a decrease in energy consumption that many organizations experienced. However, the 

risk is the sustainability of this positive development in environmental performance of organization after 

the pandemic.  

The results of case studies clearly indicate that sustainability of corporate social responsibility in se-

lected organizations was not severely compromised due to pandemic of COVID-19. Even though these 

organizations experienced significant changes, the outcomes of their activities in various areas did not 

suffer any major damages. All evaluated organizations experienced a decrease in their ISBP values with 

the exception of organization no. 5 that provides IT services and consultations. The calculations of ISBP 

indicator were able to capture the changes due to sector in which organizations operate and enable com-

parisons. 

The methodological approach that was created for the needs of this study can be applied in any or-

ganization for the needs of evaluations of benefits of implementation of corporate social responsibility. 

The indicator itself has the best telling value if it is measured continuously. This allows a comparison of its 

values in different periods, which also allows the organization's manager to assess how the organization 

has developed in terms of sustainability and social responsibility. Over time, the organization can also 

supplement the ISBP with other monitored factors, or make other modifications, such as the weights of 

individual parameters with respect to the objectives of the organization. The limitation of this study can be 

found mainly in the indicator that focuses on general benefits of corporate social responsibility. However, 

these benefits may not reflect on other changes that may have caused the alterations. On the other hand, 

the effect of this limiting factor has been partially overcome by the incorporation of a complex number of 

factors that the indicator is calculated from. The analyzed factors include all of the three pillars of corporate 

social responsibility. The ideas for future research would result precisely from this limitation. It would be 

beneficial to expand the indicator to change the values of weights of factors that would be more suitable 

for individual organization. The goal would be to create several indicator modifications that would be more 

specific for organizations based on the industry they operate in making this methodology universally appli-

cable. 
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 The major purpose of this article is to research the determinants of hard-to-

fill job vacancies from a theoretical perspective and rank the EU member 

states by their labour market conditions taking into account the data for 

2021. The labour market conditions are represented by the indicators (per-

centage of the unemployed in the working age population; employment level, 

%; annual AVG long-term unemployed, % (percentage of unemployment); an-

nual AVG long-term unemployed, % (percentage of population in the labour 

force) that not only reflect the situation in the labour market, but also have a 

direct connection with hard-to-fill job vacancies. The novelty of the research 

lies in the nature of the analysis: the EU labour market is researched by con-

necting the relevant indicators with hard-to-fill job vacancies (to the best of 

our knowledge, only a few studies on this issue have been conducted thus 

far). The research is based on the following methods: literature analysis, sta-

tistical data analysis, the Promethee method, the entropy method. The em-

pirical research revealed that the most favourable labour market conditions 

are observed in the Netherlands, followed by Denmark and the Czech Repub-

lic, while Greece and Italy are at the end of the ranking. The examples of the 

best practice suggest that the EU members states at the end of the ranking 

may consider adopting the Danish flexicurity model, the model of social dia-

logue of the Netherlands or the Czech Republic's concentration on labour and 

social policies that help to reduce the impact of the population ageing/demo-

graphic developments and offer flexible work conditions relevant to the post-

pandemic period (remote work, work from home, etc.).. 
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INTRODUCTION 

Active labour market policies are an important tool for reducing (long-term) unemployment, especially 

during an economic downturn. The COVID-19 pandemic has led to the emergence of hard-to-fill job vacan-

cies. Scientific literature still lacks the research to address the causes and determinants of this phenom-

enon in the EU. A lack of candidates with appropriate skills, lower enrollments in higher/vocational schools 

and insufficient wages are indicated as some of the determinants behind the difficulties to fill job vacan-

cies in the EU member states (Hoghton, 2021). Other authors (Marchante et al., 2006) focus on the issues 
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of unemployment rate, entrepreneurial activity rate, real estate prices and even location of a company. 

The situation in other regions, such as India, Australia and non-EU member states (Scotland, the UK), was 

researched in more detail, but the empirical results differed little from those obtained for the EU: a lack of 

skills required for a position, availability of job vacancies in the region (Mangan and Trendle, 2017), wages, 

the year of a company’s establishment, and the nature of a position on offer (Murti and Bino, 2014) were 

recognized as the major determinants of hard-to-fill job vacancies. 

One of the ways to assess the role of supply and demand factors when trying to explain fluctuations in 

the number of job leads is analysis of the relationship between job vacancies and the unemployment rate 

(Boissay, et al. 2021). Another indicator that can be invoked to explain hard-to-fill job vacancies at the 

macro level is employment rate caused by (in)sufficient investments in human capital and education (Erhel 

and Guergoat-Lariviere, 2010). Previous studies reveal that job seekers prioritise an interesting work, job 

security, good microclimate and flexible working conditions compared to high income, career prospects or 

an independent work (Ibid.). This proposes that wages are not as important as previously considered. The 

comparison effect, however, cannot be denied: employees are dissatisfied if they are paid less than their 

colleagues or associates, though an increase in wages has only a short-term effect. Apart from such indi-

cators as unemployment rate, employment rate and job attractiveness, hard-to-fill job vacancies are also 

associated with long-term unemployment (Baker and Ball, 2018). Long-term unemployment rate tends to 

decline more slowly than unemployment rate; the long-term unemployed often find a job only when the 

labour market becomes relatively tight. 

The major purpose of this article is to research the determinants of hard-to-fill job vacancies from a 

theoretical perspective and rank the EU member states by their labour market conditions taking into ac-

count the data for 2021. The labour market conditions are characterized by the indicators (percentage of 

the unemployed in the working age population; employment rate, %; annual AVG long-term unemployed, % 

(percentage of unemployment); annual AVG long-term unemployed, % (percentage of population in the 

labour force)) that not only reflect the situation in the labour market, but also have a direct connection with 

hard-to-fill job vacancies. The novelty of the research lies in the nature of the analysis: the EU labour market 

is researched by connecting the relevant indicators with hard-to-fill job vacancies (to the best of our 

knowledge, only a few studies on this issue have been conducted thus far). The research is based on the 

following methods: literature analysis, statistical data analysis, the Promethee method, the entropy 

method.  

The first section of the article reviews characteristics of job vacancies and their filling tendencies in 

the EU; the second section introduces the methodology of the research; the third section presents the 

labour market situation in the EU member states and the best practice cases in the Netherlands, Denmark 

and the Czech Republic. The article ends with conclusions. 

 

 

1. CHARACTERISTICS OF JOB VACANCIES 

Despite the fact that the number of job seekers is high (according to Eurostat (2021), the unemploy-

ment rate in the EU in September 2021 amounted to 6.7 percent, and about 14,324 of men and women 

were unemployed; 12,079 of them were unemployed in the euro area), representatives of business com-

panies note that they are facing the problem of finding suitable people to fill vacant positions. According 

to C. Hoghton (2021), it is difficult to fill about 13% of job vacancies within the EU. The biggest problems 

are encountered in the hospitality services sector, where it is difficult to fill about 30% of vacant jobs. This 

sector is followed by the water industry with 27%, health sector with 23%, and transport sector with 15% 

of job vacancies that are difficult to fill. Rojas (2021) cites the report from the Recruitment and Employ-

ment Confederation (REC) and KPMG, according to which the biggest shortage of employees is observed 

in the hospitality, food, driving and IT sectors. Hoghton (2021) notes that the difficulties to fill job vacancies 

are more often faced by large companies - 4 out of 10 large companies encounter this problem. 

A large number of job vacancies may indicate a different result (Boissay et al., 2021): on one hand, it 

can be a positive sign of labour demand; on the other hand, it indicates that labour supply is lagging behind 

or poorly matches the industries with the greatest labour demand. The differences are most pronounced 
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in the countries where company-employee relations are less strong, and in the sectors that see major 

layoffs during recession periods. 

Given a relatively large number of hard-to-fill job vacancies, it is relevant to know what factors deter-

mine the problem of filling job vacancies in business companies and organisations (see Table 1). 

 

 
Table 1. The determinants of business companies having hard-to-fill job vacancies 

Author(s), year 
Researched country/re-

gion, sector 
Determinants 

Hoghton, 2021 
EU, different economic 

sectors 

Lack of candidates with appropriate skills, a smaller num-

ber of applicants, insufficient wages 

Marchante et al., 

2006 

Andalusia (Spain), hospi-

tality sector 

Hourly net wages, unemployment rates, the level of busi-

ness activity, real estate prices and the location of the firm 

Rojas, 2021 
The UK, different eco-

nomic sectors 
Fast pace of economic recovery, skill gaps 

Mangan and 

Trendle, 2017 

Australia, Queensland, dif-

ferent economic sectors 

Skill level of a vacancy, accessibility of the region of a va-

cancy and the size of the firm advertising a vacancy 

Tsotsotso et al., 

2017 

South Africa, transport 

sector 

Changes in competition, market conditions, technologies, 

ageing employees, unstable governmental regulation 

Murti and Bino, 

2014 

India, different economic 

sectors 

Skill shortages, nature of a vacancy, wage, year of exist-

ence, location of a vacancy 

Sutherland, 

2010 

Scotland, different eco-

nomic sectors 

Skill gaps, size of a company, labour methods, senior man-

agement, share of part-time and temporary work, human 

resource policies 

Murti and Bino, 

2015 

India, business manage-

ment sector 

Percentage of management graduates, type of an organisa-

tion, skill gaps and off the job training 

Letsoalo and 

Mkhonza, 2017 

South Africa, the public 

sector 

Availability and quality of the candidates with the compe-

tencies required; the salaries outside the public sector; re-

cent turnover in similar positions; special or unique compe-

tences required; duration of the recruitment process; desir-

ability of the duties/organisational environment; austerity 

of the public sector 

State agency 

‘Solas’, 2021 

Ireland, different eco-

nomic sectors 

Industry-specific skill and experience shortages, shortage 

of green skills 

Dummert et al., 

2019 

Germany, different eco-

nomic sectors 

Internal (the size of a company, wages) and external deter-

minants (the demand side of the labour market within a re-

gion, availability of graduates, the level of regional-sectoral 

competition) 

Source: compiled by the authors. 

 

 

The major causes provided by business representatives for having difficulties with filling job vacancies 

are a lack of candidates with appropriate skills (as indicated by 67% of the respondents), a smaller number 

of applicants (as indicated by 25% of the respondents) and insufficient wages (as indicated by 15% of the 

respondents - Hoghton, 2021). Based on the recruitment agency survey, which was conducted by the Irish 

state agency ‘Solas‘ in October 2021, the Irish labour market requires the professionals to work in the 

science, engineering and technology, IT, construction, health and financial activity sectors. Certain vacan-

cies are hard to fill because many companies in the above-mentioned sectors look for candidates with 

industry-specific skills and relevant experience (over half of the employers accepted candidates with an 

under-3-year experience, and approximately a quarter of the employers required 5 years plus experience). 

With the growing roles of green energy and environmental engineering, there are difficulties in finding 

qualified and experienced candidates to perform these roles. The results of the survey also indicate that 

52% of hard-to-fill job vacancies are related to permanent positions.  

According to J. Rojas (2021), the shortage of workers is currently being caused by the unusually fast 

rate of economic growth after the COVID-19 lockdowns. It is also emphasized that the above-mentioned 
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economic lockdowns determined the changes in the structure of labour demand which, in its turn, leads 

to an increase in the labour force skill gaps. Thus, both business companies and national governments 

should take the relevant measures to reskill and upskill the labour force. Having conducted the research 

of hard-to-fill vacancies and skill shortages in the hospitality sector, A. Marchante et al. (2006) found that 

the major determinant of the problem to fill job vacancies is low hourly net wages. Unemployment rates, 

the level of business activity, real estate prices and the location of a firm were also found to have a signif-

icant effect on the probability of having hard-to-fill job vacancies. Mangan and Trendle’s (2017) research, 

which was based on a Cox Proportional Hazard model, provided somewhat unexpected results regarding 

the impact of wages; the authors found that higher wages are associated with a longer duration of a vacant 

job position. Skill requirements for a candidate to fill a vacancy, the geographic position of the region where 

the vacancy is located (i.e. accessibility of the region) and the size of a company offering a position were 

recognised as other significant factors. The significance of a company’s size and wage factors is, however, 

refuted by Dummert et al. (2019) who researc the phenomenon of unfilled apprentice positions. The au-

thors argue that the difficulties to fill vacant apprentice positions are determined not only by internal cor-

porate factors (such as the size of a company or wages offered for candidates), but also by external condi-

tions (e.g. the demand side of the labour market within a region, availability of graduates, the level of 

regional-sectoral competition). 

Murti and Bino’s (2014) research sample included 102 business firms, located in Indian megapolises. 

Their results revealed that job vacancies are basically difficult to fill due to skill shortage of candidates, but 

at the same time vacancy filling is also sensitive to such factors as the nature of a vacancy, wage, year of 

existence and location of a vacancy. Using uni-variate and bi-variate patterns as well as a probit model, 

Murti and Bino (2015) later researched the determinants of job vacancies in the business management 

sector. Their research revealed the links between job vacancies as functions of the year of existence and 

the percentage of management graduates, type of an organisation, skill gaps and off the job training. 

After conducting in-depth interviews with representatives of the transport sector and analysing 1,097 

transport firms, Tsotsotso et al. (2017) found that the existence of hard-to-fill workplaces is related to the 

changes in competition, changing market conditions, technological changes, aging of employees and un-

stable governmental regulation. The results of the research also show that skills scarcity in the labour 

market is determined by such factors as location of a company, size of a company, type of work, racial and 

generational transformation, (sub)sector where a company operates and alignment of skills with the Na-

tional Qualification Framework. 

By employing a binomial probit model and a bivariate probit model to research the situation in Scottish 

business enterprises, Sutherland (2010) found that skill gaps are relatively more common in the private 

sector than in the public sector. This determinant of hard-to-fill vacancies also is typical of large companies, 

the companies that have recently changed their work methods and/or senior management, and the com-

panies that use a relatively large amount of part-time and temporary work. Conversely, the problem of skill 

gaps is less likely to occur in smaller companies and the companies that use a lot of highly-skilled labour. 

The results also propose that ineffective, re-active human resource policies (e.g. human resource manage-

ment, recruitment policies, workplace operation management) may be a hidden factor that positively cor-

relates with existence of hard-to-fill job vacancies. 

J. Mangan and B. Trendle’s (2017) research did not reveal a large variation of the factors in different 

sectors of the economy, which indicates that the determinants of business companies having hard-to-fill 

job vacancies are similar in all private sectors. 

The study by A. Letsoalo and L. Mkhonza (2017), who conducted face-to-face interviews with repre-

sentatives of the public sector, revealed that the determinants of hard-to-fill job vacancies may depend on 

strategic objectives of particular departments. Nevertheless, the research allowed to identify the factors 

that repeatedly dominate across different departments. They include availability and quality of candidates 

in terms of possessing qualifications and skills required for a position, special and unique competencies 

required for a position, the salaries paid in the labour market (outside the public sector) for performing 

similar functions, recent turnover in similar positions, duration of a vacancy, desirability to take on the 

duties of a public sector employee or accept the organizational structure of the public sector, and austerity 

of the work and recruitment, i.e. strictly regulated performance of the functions and procedures in the 
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public sector (this extends the period during which a vacant position can be filled). Letsoalo and Mkhonza 

(2017) also found that duration required to fill a job vacancy can be a misleading indicator. The potential 

to fill a certain job vacancy and the duration in which this vacancy is commonly filled depend on a complex 

of economic, sectoral and personal factors, and the aforementioned factors are closely interrelated. 

On balance, the data of the survey carried out by C. Hoghton (2021) in August 2021 indicate that it is 

difficult to fill about 13% of job vacancies in the EU economic sectors. The biggest problems are encoun-

tered in the hospitality services sector, the water industry, the health sector and the transport sector. Based 

on the literature analysis, food, driving and IT sectors are also considered problematic in terms of filling 

job vacancies. The determinants of business companies having hard-to-fill job vacancies mainly include 

skill gaps, net wages (usually low, although some results indicate that higher rather than lower wages are 

associated with a longer duration of a vacant job position) and demographic changes (a smaller number 

of applicants, which can be caused by ageing employees and population decline, racial and generational 

transformations). Many researchers highlight the links between hard-to-fill job vacancies and such corpo-

rate factors as an activity sector, location and size of a company, work methods, senior management and 

human resource management. The literature analysis also revealed some differences between the deter-

minants of hard-to-fill vacancies in the private and public sectors. The most significant similarities between 

these sectors are the lack of suitably qualified candidates and the candidates with special and unique 

competencies, and the impact of wages on the labour market. However, unlike in the private sector, hard-

to-fill job vacancies in the public sector may exist due to strictly regulated performance of the relevant 

functions and procedures. 

 

 

2. METHODOLOGY 

To accomplish the purpose of this study, the sample countries will be ranked by employing the Prome-

thee method in combination with the entropy method, which allows to estimate objective weights of the 

criteria under consideration for both rankings. 

 

 

2.1 The Promethee method 

Ranking the EU member states with consideration of the situation in their labour markets is in the 

scope of multi-criteria analysis. Multi-Criteria Decision Making (MCDM) methods are increasingly incorpo-

rating various specific requirements raised by decision makers (Kumar et al., 2017; Villacreses et al., 

2017; Siksnelyte-Butkiene et al., 2020; Lak Kamari et al., 2020). Despite that, the Promethee method, 

characterized by a number of advantages, remains one of the most common MCDM methods. 

It is a ranking method that is simple in its conception and computation. The distinctive feature of the 

method is its inner relationship observed during a decision-making process (Murat et al., 2015). The 

method allows to rank a finite set of alternatives and considers multiple conflicting criteria (Tuzkaya et al., 

2010). It also covers a variety of preference functions for identifying the differences between the alterna-

tives under consideration (Abdullah et al., 2019). 

Application of the Promethee method starts with evaluation of the alternatives based on particular 

criteria. The evaluation requires the numerical data representing the relative importance of the criteria, 

and a decision maker’s preference functions. The latter functions are obtained by comparing the relevance 

of the alternatives in respect of each criterion. 

The computational procedure comprises several steps (Brans and Vincke, 1985; Brans et al., 1986; 

Behzadian et al., 2010; Polat, 2016; Abdullah et al., 2019). 

Step 1 - Matrix Compilation. The evaluation matrix is based on the criteria and a set of alternatives 

under consideration. It also contains the parameters of multi-criteria analysis, such as directions and 

weights of the preferences, the preference functions, and the tolerable thresholds. 

Step 2 – Difference Identification. The differences are identified by employing pairwise comparisons 

(see Formula 1): 
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𝑑𝑗(𝑎. 𝑏) = 𝑔𝑗(𝑎) − 𝑔𝑗(𝑏),                                                             (1) 

where 

𝑑𝑗(𝑎. 𝑏) marks the difference between Evaluations a and b in respect to each criterion. 

Step 3 – Compilation of the Preference Function. The preference function is compiled based on For-

mula 2: 

𝑃𝑗(𝑎. 𝑏) = 𝐹𝑗[𝑑𝑗(𝑎. 𝑏)],                                                                 (2) 

 

where 

𝑃𝑗(𝑎. 𝑏) denotes the preference of Alternative a compared to Alternative b in respect to all criteria under 

consideration. The value of the function may range in the interval from 0 (a decision maker’s indifference) 

to 1 (a decision maker’s preference), i.e. a value closer to 1 indicates a greater preference. 

Step 4 – Estimation of the Multi-Criteria Preference Index. It is estimated by Formula 3: 

∀𝑎. 𝑏 ∈ 𝐴  𝜋(𝑎. 𝑏) = ∑ 𝑃𝑗(𝑎. 𝑏)𝑤𝑗
𝑘
𝑗=1                                           (3) 

where 

𝜋(𝑎. 𝑏) marks the level of preference for Alternative a compared to Alternative b in respect to all criteria 

under consideration. 

Step 5 – Estimation of the Positive and Negative Preference Flow. The positive (+) and negative (-) prefer-

ence flows are estimated by Formulas 4 and 5, respectively: 

𝜑+(𝑎) =
1

𝑚−1
∑ 𝜋(𝑎. 𝑏)𝑥∈𝐴   

                    (4) 

𝜑−(𝑎) =
1

𝑚−1
∑ 𝜋(𝑏. 𝑎)𝑥∈𝐴                                                         (5) 

 

Step 6 – Estimation of the Net Preference Flow. It is estimated as a difference between the positive 

and the negative preference flows (see Formula 6): 

 

𝜑(𝑎) = 𝜑+(𝑎) − 𝜑−(𝑎)                                                       (6) 

where 

𝜑(𝑎) denotes the net preference flow for each alternative. It determines the further ranking of the alter-

natives. The value of 𝜑(𝑎) may range in the interval from -1 to +1. The top-ranked alternative is charac-

terized by the highest value of the net preference flow, while the lowest value of this indicator determines 

the worst-ranked alternative. 

 

 

2.2 The entropy method 

The entropy method is an objective weighing method that measures value dispersion in decision-mak-

ing. This method allows to estimate the weight of each indicator in a composite indicator system. Infor-

mation measures the degree of order, while entropy represents the degree of disorder in this system. Thus, 

low values of entropy indicate informative indicators that are weighty and have a great impact on the eval-

uation (Wang et al., 2019). The entropy method allows to minimize the effects of human subjectivity on 

the results of the evaluation (Ma et al., 2015). 

The computational procedure comprises several steps (Jin et al. 2020; Krstic and Fedajev, 2020). 
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Step 1 - Normalization of the Evaluation Matrix. Depending on the preference direction, Formulas 7 or 

8 are used: 

�̃�𝑖𝑗 =
𝑋𝑖𝑗−𝑚𝑖𝑛𝑋𝑖𝑗

𝑚𝑎𝑥 𝑋𝐼𝐽−𝑚𝑖𝑛𝑋𝑖𝑗
                                                                      (7) 

                                                                                                       

�̃�𝑖𝑗 =
𝑚𝑎𝑥 𝑋𝐼𝐽−𝑋𝑖𝑗

𝑚𝑎𝑥 𝑋𝐼𝐽−𝑚𝑖𝑛𝑋𝑖𝑗
                                                                        (8) 

where 

�̃�𝑖𝑗 denotes a normalized value of the indicator representing one of the alternatives. The indicators ex-

pressed in different units must be made dimensionless, i.e. they must range from 0 to 1 on a dimension-

less scale. Formula 7 is used for maximizing, while Formula 8 is used for minimizing the indicators. 

Step 2 – Estimation of the Entropy Value. This value is estimated for each indicator by applying For-

mula 9: 

𝐻𝑗 = −𝑘 ∑ 𝑋𝑖𝑗 ln 𝑋𝑖𝑗
𝑚
𝑖=1                                                           (9) 

where 

𝐻𝑗 denotes the entropy value for each indicator with 𝑘 = 1 ln(𝑛)⁄ . 

Step 3 – Weight Estimation. The weights of the indicators are estimated by Formula 10: 

 

𝑤𝑗 =
𝑑𝑗

∑ 𝑑𝑗𝑛
𝑗=1

=
1−𝐻𝑗

∑ (1−𝐻𝑗)𝑛
𝑗=1

                                                                 (10) 

                              

where 

𝑑𝑗 = 1 − 𝐻𝑗 denotes the diversification level with 0 ≤ 𝑤𝑗 ≤ 1 and Σ𝑤𝑗 = 1. 

 

 

2.3 Parameters of the multi-criteria analysis 

As it was stated above, application of the Promethee method requires setting the necessary parame-

ters (see Table 2).  

 

 
Table 2. Parameters of the multi-criteria analysis  

Criteria Short name Weights 
Direction of 

preference 

Preference 

function 

Percentage of the unemployed in the working 

age population 
UNEMPR 0.25 min. Usual 

Employment level, % EMPLOYR 0.23 max. Usual 

Annual AVG Long-term unemployed, % (percent-

age of unemployment) 
LTUNEMU 0.28 min. Usual 

Annual AVG Long-term unemployed, % (percent-

age of population in the labour force) 
LTUNEMLF 0.24 min. Usual 

Source: authors calculations 

 

 

The weights of all the indicators under consideration, estimated by applying the entropy method, are 

also presented in Table 2. To raise the degree of objectivity, the preference directions are indicated, and 

the usual preference function is selected. 
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3. THE RESULTS OF THE EMPIRICAL ANALYSIS: COUNTRY RANKS 

The parameters provided in Table 2 and the data representing the indicators under consideration were 

used for ranking the EU member states on the basis of the Promethee method. The ranking results are 

presented in Table 3. 

 

 
Table 3. Ranking results 

Rank Country Phi Phi+ Phi- 

1 The Netherlands 0.8949 0.9428 0.0479 

2 Denmark 0.7444 0.8676 0.1232 

3 The Czech Republic 0.6641 0.8274 0.1633 

4 Malta 0.6441 0.8174 0.1733 

5 Estonia 0.5007 0.7407 0.2401 

6 Poland 0.4877 0.7439 0.2561 

7 Germany 0.4785 0.7393 0.2607 

8 Hungary 0.3807 0.6903 0.3097 

9 Finland 0.2956 0.6386 0.3429 

10 Sweden 0.2941 0.6471 0.3529 

11 Ireland 0.1594 0.5565 0.3971 

12 Austria 0.1277 0.5450 0.4173 

13 Luxembourg 0.0518 0.5119 0.4600 

14 Slovenia -0.0145 0.4835 0.4980 

15 Latvia -0.0879 0.4466 0.5345 

16 Lithuania -0.1668 0.4027 0.5695 

17 Cyprus -0.1722 0.4000 0.5722 

18 France -0.2352 0.3778 0.6130 

19 Romania -0.2380 0.3717 0.6097 

20 Bulgaria -0.3732 0.2947 0.6679 

21 Portugal -0.4021 0.2989 0.7011 

22 Belgium -0.4303 0.2710 0.7013 

23 Croatia -0.5118 0.2393 0.7511 

24 Slovakia -0.5269 0.2322 0.7591 

25 Spain -0.7160 0.1420 0.8580 

26 Italy -0.9027 0.0486 0.9514 

27 Greece -0.9462 0.0269 0.9731 

Source: authors calculations 

 

 

The results provided in Table 3 indicate that the most favourable labour market conditions are ob-

served in the Netherlands, followed by Denmark, the Czech Republic, Malta, Estonia, Poland, Germany, 

Hungary, Finland, Sweden, Ireland, Austria, Luxembourg, Slovenia, Latvia, Lithuania, Cyprus, France, Ro-

mania, Bulgaria, Portugal, Belgium, Croatia, Slovakia, Spain, Italy, and Greece. The results are explained 

by invoking the examples of the good practice in the top three countries. 

The labour market in the Netherlands is very flexible with an abundance of part-time contracts, flexible 

working arrangements and employment contracts. Since 1945, social dialogue has become a feature of 

the institutional system in the Netherlands. Three parties are involved in this dialogue: employers' associ-

ations, trade union federations and the government. The institutional system covers the matters directly 
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related to employers and employees, labour market legislation, and the pension system. Basically, the 

country’s institutional structure has been stable for decades, but has evolved over time. The structure is 

particularly important for trade unions which are facing the ever-decreasing scope of their functions; their 

organizational coverage is now much smaller than that of employers' associations. The model of the social 

dialogue has become known for its moderate wage policy and tradition, as well as the annual attempts to 

reduce inequality of the budget distribution the following year (Hartog and Salverda, 2018). 

Denmark is often associated with a system of flexible hiring and firing regulations, which is popular for 

its generous social security net. Equally important is the Danish set of the active labour market policies 

that establish the conditions for claiming unemployment and social benefits, applying to skill improvement 

and job searching programs for the unemployed (Andersen, 2012). Thus, the Danish flexicurity model is 

characterized by the great flexibility of business companies when adapting the workforce to corporate 

needs, the relatively generous unemployment benefits and the active labour market policies that allow to 

maintain the incentive structure in the labour market and overcome unemployment barriers. The model 

works and possesses a number of attractive features leading to lower unemployment rates in the country. 

The major components of the Danish flexicurity model (Andersen, 2012) could be relevant for the 

countries at the bottom of the ranking (Croatia, Slovakia, Spain, Italy and Greece). These components are 

as follows: 

− Hiring and firing regulations (the main difference arises between blue-collar workers and workers with 

higher competences (white collar workers)). The regulations for firing blue-collar workers are deter-

mined in collective agreements (in Denmark, there is a tradition of having most labour market issues 

settled by the parties in the labour market rather than by legislation). There is no layoff period for 

employees with a short work experience, while there is for those with a longer work experience. Contri-

bution rates are defined politically and are the same for all unemployment insurance (UI) funds. 

− Unemployment insurance and the social security net. The unemployment insurance system in Den-

mark is a version of the Ghent model with UI funds. The UI funds are subsidized by the public sector 

(countercyclically). Accordingly, the marginal costs of rising unemployment are fully financed by taxes. 

The unemployment benefit cannot exceed 90% of a person’s previous wage (during the previous year) 

or a fixed upper limit, and is indexed considering the general wage fluctuations, 

− Active labour market policies. The main measures: counselling and retraining; job training; employment 

programs based on subsidizing wages and raising qualifications. 

 

The economy of the Czech Republic has one of the lowest unemployment rates in Europe. According 

to the latest information announced by Eurostat, in 2022 it has actually been the lowest within the EU 

amounting to only 2.2 percent. The Czech Republic occupies a specific position in the European labour 

market. The Czech labour market is fully exploiting the potential of middle-aged people, mostly men work-

ing full-time. This group helps to achieve the maximum level of employment. The country’s demographic 

developments show that the current full-time work policies are mainly targeted at individuals, but with a 

view to reducing the impact of the population ageing on the labour market, opportunities for the youth, 

women and seniors to participate in the labour market are being increased gradually – they are offered 

flexible jobs/work conditions, for instance, part-time work, hourly pay options, remote work from home, 

etc. (Nývlt, 2013). 

Due to the prevailing insecurity in its labour market, Greece was ranked lowest among the EU member 

states. The risk of becoming unemployed and remaining unemployed for a prolonged period of time is 

extremely high in Greece. The system of employment and social support, which was established to alleviate 

the financial difficulties experienced by the unemployed, still remains ineffective (OECD, 2018). Another 

problem is a flourishing temporary work, which is associated with a low probability of transition to perma-

nent employment (for example, less than half of workers with temporary contracts start permanent em-

ployment after only three years). Finally, Greece is treated as a country with the highest proportion of the 

overworked (OECD, 2018). 

Compared to other EU member states, Italy is characterized as a country with a low level of employ-

ment and a large gender gap caused by territorial, generational and civil inequality. In Italy, women, young 

people and immigrants tend to have worse work conditions, accompanied by low wages, instability, 
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irregular contracts and job insecurity. These differences have become particularly relevant during the 

COVID-19 pandemic and have had a negative impact on employment, especially in the service sector. With 

the decline in the employment rate, new opportunities to work from home have emerged, but they are 

associated with new challenges, such as balancing professional and family life (ISTAT, 2021). 

 

 

CONCLUSIONS 

The results of this research lead to the following conclusions: 

− Literature analysis revealed that the problem of unfilled job vacancies in the EU member states has 

not been comprehensively researched, especially during the COVID-19 pandemic. Thus, the major de-

terminants of hard-to-fill job vacancies identified in previous studies represent a global rather than 

regional context. Insufficient wages, increasing gaps in workforce skills, low hourly net wages, unem-

ployment rates, the level of business activity, real estate prices and the location of a firm are treated 

as the main determinants of hard-to-fill job vacancies in the EU region. 

− One of the methods to assess the role of demand and supply factors in the changes of job vacancies 

and hard-to-fill job vacancies is to analyse the relationship between job vacancies and the unemploy-

ment rate, the employment rate and the number of the long-term unemployed. These indicators reveal 

the labour market conditions which can be researched to identify the determinants of hard-to-fill va-

cancies. Wages, although indicated as one of the determinants of hard-to-fill vacancies, were not found 

to be most significant because wage growth only has a short-term effect on the labour market. 

− The empirical research, which considered 4 indicators representing the labour market conditions, al-

lowed to rank the EU member states by the conditions in their labour markets: the most favourable 

labour market conditions were observed in the Netherlands, followed by Denmark, the Czech Republic, 

Malta, Estonia, Poland, Germany, Hungary, Finland, Sweden, Ireland, Austria, Luxembourg, Slovenia, 

Latvia, Lithuania, Cyprus, France, Romania, Bulgaria, Portugal, Belgium, Croatia, Slovakia, Spain, Italy, 

and Greece.  

− The examples of the best practice suggest that the EU members states at the end of the ranking may 

consider adopting the Danish flexicurity model, the model of social dialogue of the Netherlands or the 

Czech Republic's concentration on labour and social policies that help to reduce the impact of the 

population ageing/demographic developments and offer flexible work conditions relevant to the post-

pandemic period (remote work, work from home, etc.). 
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 This research explores the determinants of bilateral trade flow between the 

Middle East and North African countries using a panel data analysis from 

1990 to 2019. The structural gravity model is estimated using ordinary least 

square (OLS) and Poisson Pseudo Likelihood (PPML) techniques. We included 

six independent variables: the GDP, distance between country capitals, com-

mon language, contiguity, common colony, and a regional trade agreement 

(RTA) dummy. The data is retrieved from the Center for Prospective Studies 

and International Information (CEPII). OLS estimates suggest that the GDP of 

both origin and destination countries, distance, contiguity, and RTA signifi-

cantly affect trade flows. Similarly, PPML estimation results indicate that bi-

lateral trade flows between MENA are affected by GDP, distance, common 

language, common colony, and RTA.  
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INTRODUCTION 

The Middle East and North Africa region consists of 20 countries that share common culture and lan-

guage but differ in their level of income and natural resources. A. Bolbol and A. Fatheldin (2006) stated 

that the MENA countries could be divided into four groups based on their geographical location. Namely 

these groups include Gulf cooperation council (GCC) countries such as Saudi Arabia, Oman, Qatar, Bahrain, 

the United Arab Emirates (UAE), and Kuwait, the Maghreb countries like Algeria, Libya, Mauritania, Mo-

rocco, and Tunisia, the Mashreq countries (Syria, Lebanon, Jordan, Sudan, and Egypt), and other countries 

(Djibouti, Somalia, Iran, and Yemen). Most MENA countries have large oil and natural gas reserves, making 

the region an important source of global economic resources. Consequently, most MENA export products 

are carbon-based raw and semi-processed materials. 
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In 1997, the Arab League came up with the idea to increase and promote trade to strengthen political 

ties among their countries, so they formulated the Great Arab Free Trade Area Agreement (GAFTA). The 

agreement is set to increase bilateral trade in the region and ensure better economic integration in the 

global market. According to and J. Abedini and N. Peridy (2008), GAFTA helped boost the trade among 

members. However, many researchers argue that intra-regional trade is still less than its potential within 

MENA countries (Bayar, 2014; Neaime, 2014). The main reason for the low trade between the MENA coun-

tries is the low level of industrial diversification in the MENA market. Most members export fuels and oil 

and import the rest. These countries are also somewhat similar in terms of the economic framework. 

Furthermore, the regional turbulences, political situations, and wars that many MENA countries suffer 

from are major constraints on low trade integration and economic growth (Saidi and Prasad, 2018). Ac-

cording to the UN Comtrade database (2022), during the period 2016 to 2019 that the top export 

destination of the MENA region was China ($875 billion), followed by the USA ($600 billion) and India 

($460 billion). Moreover, much of the MENA exports are destined for Europe (Germany, Italy, France, UK, 

and Spain). Among the MENA countries, UAE and Saudi Arabia are the top exporters.  

Traditionally countries located in the nearby regions are expected to trade more within each other. 

However,  the trade between the MENA countries is significantly much lower than countries of similar 

economic capacities. Therefore, there is a need to understand the market dynamics which will help to 

restore the trade upto the regional potential. This research aims to model the factors affecting trade within 

the MENA region using the latest trade analysis models. Specifically we estimated the gravity model using 

both ordinary least squares (OLS) and poisson pseudo maximumlikelihood (PPML) techniques with six 

variables. These variables are GDP of the trading countries, distance between country capitals, common 

language, contiguity, common colony, and a regional trade agreement (RTA) dummy. The next section dis-

cusses the literature in gravity modeling and recent developments in estimation techniques. Section 2 

explains estimation methods; section 3 discusses the results; the last section concludes this research and 

provides policy recommendations. 

 

 

1. LITERATURE 

The gravity model in literature is the most commonly used model that describes bilateral trade be-

tween countries. This research uses the gravity model based on panel data to identify the specific factors 

influencing the MENA trade flows between 1990 and 2019. The data includes 20 countries (Saudi Arabia, 

Oman, Qatar, Bahrain, the United Arab Emirates (UAE), Kuwait, Syria, Lebanon, Jordan, Sudan, Egypt, Al-

geria, Libya, Mauritania, Morocco, Tunisia, Djibouti, Somalia, Iran, and Yemen). These rich bilateral trade 

data were obtained from Centre D' Etudes Prospectives et D' Informations Internationales (CEPII).  

The gravity model is commonly used in the trade literature to describe international trade, and bilateral 

trade flows between countries and regions. It can even be applied to product-specific trade models. The 

gravity model is derived from Newton's law of gravitation. This model states that the trade volume between 

two countries is directly related to the product of their incomes but inversely related to the distance be-

tween these countries (Mátyás, 1998). The model was first developed by Tinbergen (1962), and since 

then, it has been developed and used extensively to model bilateral and multilateral trade analysis (Sri-

vastava and Green, 1986). For example, J. McCallum (1995) studied the effect of the border on the trade 

of Canadian provinces with the states of the United States and concluded that trade between Canadian 

provinces was larger than trade between provinces and states. Similarly, J. Anderson and E. van Wincoop 

(2003) also indicate that borders significantly reduce trade in their infamous gravity with gravitas modifi-

cation.  

Moreover, gravity-based tools are commonly used to model trade flows between countries for country 

or region-specific trade analysis. For instance, M. Rahman and D. Dutta (2012) used gravity models with 

cross-sectional data to analyze the trade Bangladesh's trade with major trading partners. Their results 

suggest that the volume of trade positively depends on the size of the economies, percapita GNP differen-

tials between trading partners, and the trade openness index. The exchange rate is insignificant for overall 

trade, whereas the transportation costs impact trade negatively. Similarly, S. Kumar and S. Ahmed (2015) 

have utilized a gravity model to determine the trade determinants of eight South Asian countries. Their 
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results showed that trade volume depends on population, GDP, distance, and tariffs. Literature also sug-

gests that being a member country of a free trade agreement is a significant factor in boosting trade and 

economic development (Thornton and Goglio, 2002; Kpomblekou and Wonyra, 2020).  

GCC countries have signed a preferential trade agreement with each other. Within this context, H. 

Boughanmi (2008) estimated a gravity model based on panel data of bilateral trade of the MENA countries 

with their major trading partners to investigate the potential of trade of the GCC countries in the region of 

the Middle East and North African Countries (MENA). His results indicate that due to the intra-trade of GCC 

countries reaching its capacity at the beginning of GCC initiation, the GCC intra-trade levels didn't change 

significantly. In contrast, their level of trade with the European Union and the US has significantly improved 

after GCC formation. Bhattacharya and Wolde (2010) used the gravity model to find out the main con-

straints on the trade of the MENA. Their results reveal that MENA region trade is relatively lower than 

expected to their economic volume. 

Insel and Tekce (2011) used the gravity approach for the 1997-2002 and 2003-2007 periods to an-

alyze the trade flow between GCC countries and other parts of the world. Their results indicate that the 

intra-trade flow of the GCC countries is influenced by the GDP of the partner countries but not by their 

distance. A similar study conducted by R. Salim et al. (2011) applied the gravity model using data from 

1980 to 2008 to determine the effect of trade among GCC country members. The findings showed that 

the GCC block had a huge influence on trade improvement despite member states' unused real economic 

potential. Similar research is conducted by Khayat (2019), where the author finds that the trade among 

GCC members depends on the GDP per capita, population, and economic size of the trading partners. Also 

liberal trade policies might benefit employment for trade partners (Ben-Salha and Zmami, 2021), whereas 

capital controls might adversely impact cross-border trade (Zehri, 2022). 

H. Al-Atrash and T. Yousef (2000) used a gravity model to investigate the intra-Arab trade potential. 

Their finding showed that intra-Arab trade and trade with the world are lower than what gravity models 

suggest. Hence, there is greater scope for regional and international integration should be conducted. Also, 

the study results that intra-trade of both GCC and Maghreb countries is lower than intra-Mashreq trade. 

According to the literature on bilateral trade between MENA countries, many studies have used the panel 

data approach to estimate the gravity model because panel data estimation has more control for individual 

heterogeneity than cross-sectional data. In addition, M. Sultan & K. Munir (2015) stated that panel data 

are more efficient in economic estimations in lowering collinearity among independent variables. 

Traditionally, much research was conducted using the gravity model using linear estimators such as 

ordinary least squares. However, these linear estimators can pose a problem in dealing with zero trade 

and heteroscedasticity issues. Therefore, applying this estimator to a log-linear model might be inappro-

priate (Helpman et al., 2008). Proper specification of the gravity model is essential to making reliable policy 

decisions (Egger, 2000). To tickle the problem of zero value trades of the dependent variable, J. Silva and 

S. Tenreyro (2006) proposed a nonlinear estimator using Poisson pseudo-maximum-likelihood (PPML) to 

estimate the gravity model. The authors conclude that PPML estimates are more consistent than OLS es-

timates and fit the gravity model well. In a more recent application, J. Larson et al. (2018) also suggest 

that PPML is superior to OLS estimation as it resolves potential econometric issues in estimation. This 

paper used both the OLS and PPML estimators to determine the factors influencing intra-trade within 

MENA countries. 

 

 

2. METHODOLOGY 

The statistical analysis is conducted using R studio to process and interpret the data. Regression anal-

ysis is utilized to test the significance of the variables on bilateral trade within MENA countries. This paper 

investigates the determinants of trade flow between MENA region countries by using a gravity model. Most 

of the data were obtained from the French Center for Prospective Studies and International Information 

(CEPII) in the form of panel data through the 29 years duration from 1990 to 2019. The ordinary least 

square technique (OLS) and PPML were applied by measuring seven independent variables, the gross 

domestic product of both exporter and importer, distance, contiguity, common language, common colony, 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7147786/#R27
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7147786/#R27
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and regional trade agreement. The model is estimated by OLS and PPML, where quantitative variables are 

in logarithm form as follows: 

𝑙𝑛 𝑌𝑖𝑗𝑡 = 𝑎0 + 𝑎1𝑙𝑛(𝐺𝐷𝑃𝑖𝑡
) + 𝑎2𝑙𝑛(𝐺𝐷𝑃𝑗𝑡

) + 𝑎3𝑙𝑛 (𝐷𝐼𝑆𝑇
𝑖𝑗𝑡
)

+ 𝑎4𝐶𝑂𝑁𝑇𝑖𝑗𝑡+𝑎5𝐶𝑂𝐿𝑖𝑗𝑡+𝑎6𝐶𝑂𝑀𝐿𝑖𝑗𝑡+ 𝑎7𝑅𝑇𝐴𝑖𝑗𝑡 + 𝜀𝑖𝑗 
(1) 

Where: 

𝑌𝑖𝑗𝑡  :Value of bilateral trade (importer or exporter) between countries i and j at time t (dependent variable). 

GDP: Gross Domestic Product of importing and exporting countries in USD (x1000). 

𝐷𝐼𝑆𝑇: Distance between importing and exporting countries in kilometers. 

CONT: a dummy variable if i and j share a common border. 

COL: a dummy variable if a country is in colonial or dependency relation. 

COML: a dummy variable if i and j share a common language, the value is 1. 

RTA: a dummy variable if i and j share a regional trade agreement of any type, the value is 1 

𝑎0, 𝑎1, 𝑎2: are parameters to be estimated. 

𝜀𝑖𝑗  : is an error term to capture any other factors that may influence bilateral trade. 

 

 

3. RESULTS AND DISCUSSION 

The traditional gravity model equation results were estimated using OLS and PPML estimators by run-

ning a regression. Based on 10830 observations, the results of panel data using these regression models 

for the 20 countries of the MENA region are shown in Tables 1 (OLS) and Table 2 (PPML). The estimated 

coefficients of the PPML are slightly different than those resulting from the OLS, which is probably due to 

heteroscedasticity present in OLS estimation. Most of the estimated variables for both the OLS model and 

PPML were as predicted by previous studies. However, the coefficient signs of the common colony and 

common language in the PPML technique were surprisingly not as expected and turned out negative. The 

scatter graph below shows the relationship between the GDP of both origin and destination with trade 

which is a positive relationship as the fitted line is trending upward. The economic size has a major role in 

influencing trade flow as. It can be clearly illustrated in Figure 1, which shows that an increase in GDP will 

result in a higher total product exported, thus higher bilateral trade between countries.  

 

 
Figure 1. Scatter Plot of Trade Flow vs log (GDP) combined 

Source: Authors Estimations based on CEPII Data 
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3.1 OLS Results  

Based on the gravity model, the trade flow between partners is estimated using the standard ordinary 

least squares as in Table 1:  

 

 
Table 1. OLS Model Results 

 Estimate  Std. Error t value Pr(>|t|)     

(Intercept) -6.57993     0.77915   -8.445   < 2e-16 *** 

log(distw)    -1.16595     0.04560 -25.569   < 2e-16 *** 

log(gdp_o)     0.87531     0.02622   33.380   < 2e-16 *** 

log(gdp_d)     0.50678     0.02506   20.224   < 2e-16 *** 

Contig 0.31962     0.11217    2.850    0.0044 ** 

comlang_off         0.19684     0.15658 1.257    0.2088 

Comcol 0.17193     0.08814 1.950    0.0512 

RTA 0.84410     0.12006 7.031 2.37e-12 *** 

Source: Authors Estimations based on CEPII Data 

 

 

Table 1 shows that GDP for both origins (exporter) and destination (importer) is highly significant at a 

1% level and positive as expected, indicating that exporter income elasticity of trade is 0.875, and importer 

income elasticity of trade is 0.506. The distance was negative as expected and statistically significant at 

a 1% level, indicating that the higher the distance between two countries, the lower the trade flow.  

Contiguity is a dummy variable that is positive and significant in facilitating trade flow between MENA 

countries. So common borders tend to facilitate trade flows within the MENA region. The common language 

and common colony dummy variables were also positive but insignificant. Most countries in the MENA 

region speak Arabic, and they were mostly colonized by Britain with a few with historical French ties, so 

there is not much variation in this data. Finally, the results suggest that the estimated coefficient of regional 

trade agreements is highly significant, and the existence of free trade agreement is expected to boost trade 

by 84.4%. 

 

 

3.2 PPML Results 

Based on the gravity model, the trade flow between partners is estimated using the Poisson pseudo 

maximum likelihood as follows: 

 

 
Table 2. PPML Model Results 

 Estimate Std. Error t value Pr(>|t|) 

(Intercept) -9.037512 0.646191 -13.986 < 2e-16 *** 

dist_log -0.746445 0.036552 -20.422 <2e-16 *** 

lgdp_o 0.896809 0.022720 39.472 < 2e-16 *** 

lgdp_d 0.557721 0.020960 26.608 < 2e-16 *** 

contig 0.007677 0.058974 0.130 0.89643 

comcol -0.185086 0.069874 -2.649 0.00810 ** 

comlang_off -0.601042 0.219747 -2.735 0.00626 ** 

RTA 0.913564 0.214961 4.250 2.18e-05 *** 

Source: Authors Estimations based on CEPII Data 

 

 

The PPML findings in Table 2 show similar signs, albeit with minor differences in magnitudes. Almost 

all coefficients from PPML regression are statistically significant on trade flows and have the expected 

signs except the contiguity dummy. Table (2) shows that the distance coefficient is negative as expected 
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and statistically significant at a 1% level, indicating that the higher the distance between two countries, 

the lower the trade flow. Similarly, the results show that a 1% increase in distance results in a 0.75% 

decline in trade.  

GDP for both origin (exporter) and destination (importer) is significant at a 1% level and positive in 

PPML estimation. As stated previously, an increase in a country's economic size will increase trade. The 

exporter income elasticity of trade is 0.897, and the importer income elasticity of trade is 0.557, both of 

these elasticities are slightly higher than OLS estimates.  

Similar to OLS estimates, contiguity is positive, although insignificant. Two seemingly conflicting out-

comes with OLS estimates are the common colony and language coefficients, both negative. However, as 

discussed earlier, there is little variation among MENA countries regarding the language and the past col-

onizers. Therefore, these variables may or may not be significant.  

Finally, the regional trade agreement coefficient is also highly significant and positive. A value of 0.91 

implies that regional trade agreements boosted the trade by almost 91%, which is even a higher estimate 

than OLS. 

 

 

CONCLUSION 

This article analyzes the determinants of bilateral trade within the Middle East and North Africa region 

countries. The study used a gravity model analysis using panel data covering the periods of 1999 to 2019 

for 20 countries located in the MENA region. The results were estimated using the ordinary least square 

(OLS) and Poisson pseudo-maximum likelihood (PPML).  

The findings showed that most of the variables from PPML are statistically significant on trade flows 

and have the expected signs except the variable for contiguity, indicating that sharing a common border 

may not influence flow trade. However, this outcome also depends on model  speficiation where it might 

also be possible to get the positive or negative impact of border-sharing (Tosevska-Trpcevska and Tevdov-

ski, 2016). Similar to The PPML method was used to deal with the zero values of trade flow and solve the 

presence of heteroscedasticity that occurs due to the utilization of panel data. The results from OLS esti-

mators showed that GDP of both origin and destination, distance, common border, and RTA are the varia-

bles that have a statistically significant impact on bilateral trade flows.  

In this article, the primary motivation was to model the trade within the countries located within the 

MENA region. As such, we restricted our selection of countries within that region. Surely, the finding of this 

paper could be improved by including more data and variables that can help identify the factors that affect 

trade flow among MENA countries while considering the global trade factors. For example, theoretically 

trade policies depend on election mechanisms (Kucuksenel and Gulseven, 2011). Electrol systems in 

MENA countries are highly diversified where some countries have free elections, where some has no elec-

tion at all. Also, alternative models such as the export demand model can help estimate country-specific 

or product-specific trade dynamics (Yunusa, 2020). 
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Appendix 1: List of MENA Countries 

Table 1: List of MENA countries 

 

 

 

 

 

 

 

 

  

List of MENA Countries Included 

- Algeria                                    -Morocco  

-Bahrain                                    -Oman     

-Djibouti                                    -Qatar  

-Egypt                                         -Saudi Arabia 

-Iraq                                            -Sudan 

-Jordan                                        -Syria 

-Kuwait                                        -Somalia                 

-Lebanon                                     -Tunisia                

-Libya                                          -UAE  

-Mauritania                                 -Yemen                                                      
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Appendix 2: R Code 

#### Gravity Model MENA trade determinants #### 

# First Clear R 

rm(list=ls())        # Clear Objects from Workspace 

pacman::p_unload()   # Unload Packages 

dev.off()            # Clear All Plots 

cat("\014")          # Clear Console 

getwd() 

library(haven) 

final_variables_mena <- read_dta("mena.dta") 

View(final_variables_mena) 

library(dplyr) 

 

MENA1 <-filter(final_variables_mena, iso3_o %in% 

c("OMN","SAU","DZN","LBN","LBY","BHR","EGY","JOR","KWT", 

"MAR","QAT","SDN","SYR","TUN","ARE","IRQ","IRN","YEM","DJI","SOM") 

& iso3_d %in% c("OMN", "SAU","DZN","LBN","LBY","BHR","EGY","JOR","KWT", 

"MAR","QAT","SDN","SYR","TUN","ARE","IRQ","IRN","YEM","DJI","SOM")) 

 

# drop missing values for dist, gdp_imp and gdp_exp 

MENA1 <- MENA1[complete.cases(MENA1[, c("dis","gdp_o","gdp_d")]),] 

 

# do not include zero values for trade 

MENA1 <- MENA1[MENA1$tradeflow_baci != 0, ] 

 

# Linear Gravity model with more variables 

reg1 <- lm(log(tradeflow_baci) ~ log(dist) + log(gdp_o) + log(gdp_d) +contig+ com-

lang_off+comcol+rta, data = MENA1) 

summary(reg1) 

 

#Export Coefficients (Copy to Clipboard for Excel paste) 

write.table( 

summary(reg1)$coefficients #you select just coefficients, it will also work 

, "clipboard", sep="\t", row.names=FALSE) 

 

# Poisson estimates of a fixed effects gravity model: 

# one of the advantages of PPML is that it can handle zeros 

library(gravity) 

ppmlModel <- ppml(dependent_variable = "tradeflow_baci", distance = "dist", 

additional_regressors = c("contig", "comlang_off", 

"comcol","gdp_o","gdp_d","rta"), 

robust = T, method = "white1", 

data = MENA1, cluster = "dist") 

 

summary(ppmlModel) 

 

#transfor gdp_o and gdp_d into log form 

MENA1$lgdp_o<-log(MENA1$gdp_o) 

MENA1$lgdp_d<-log(MENA1$gdp_d) 

 

# Poisson estimates 

fit1 <- ppml(dependent_variable = "tradeflow_baci", 

distance = "dist", 

additional_regressors = c("lgdp_o" ,"lgdp_d","contig","comcol","comlang_off", "rta"), 

data = MENA1) 
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summary(fit1) 

 

#### ggplot code and plots 

install.packages("ggplot2") 

library(ggplot2) 

ggplot(MENA1, aes(x=log(gdp_o * gdp_d), 

y=tradeflow_baci)) + 

geom_point() + # Use hollow circles 

geom_smooth(method=lm, # Add linear regression line 

se=FALSE) + # Don't add shaded confidence region 

theme_classic() + #no background 

ggtitle("Scatter plot and line of best fit for trade versus GDP combined") + 

theme(plot.title = element_text(hjust = 0.5)) +  # put title in the middle 

labs(y="tradeflow_baci", x = "log(GDP combined)") + # set names for axes 

scale_y_log10(labels = scales::comma)  # ln base scale 
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 The purpose of this study is to determine if financial inclusion has an impact 

on the efficiency and performance of Jordanian commercial banks based on 

annual data from 2011-2018. Bank’s efficiency is measured by three dimen-

sions; other operating expenses, other operating income and net interest in-

come, while bank’s performance is measured by return on assets and return 

on equity. All the Jordanian commercial banks, which are 13, have been used 

to achieve the objectives of this study. Using panel data based on fixed and 

random effect models, the study findings’ display that financial inclusion has 

a positive and statistically significant effect on the bank’s efficiency related 

to net interest income, while negatively reduces bank’s efficiency related to 

other operating expenses. However, the findings show that financial inclusion 

did not affect other operating income, this is consistent with our descriptive 

statistics that shows other operating income is very low in Jordanian commer-

cial banks. With respect to the bank performance, financial inclusion has a 

positive and statistically significant effect under two measures. Our findings 

imply that financial inclusion is beneficial as it positively enhances perfor-

mance and bank’s efficiency in terms of net interest income. However, finan-

cial inclusion is still in its early stages and its percentage is low in Jordanian 

commercial banks. Thus, this paper concludes that financial inclusion still 

leads to high operating costs for Jordanian commercial banks, and this re-

quires banks to speed up the adoption of financial inclusion to increase the 

bank’s performance and efficiency, as well as to reduce other operating ex-

penses.  
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INTRODUCTION 

Recently, financial inclusion (FI) is viewed by several experts and practitioners as an important and 

pre-requisite tool for inclusive growth. FI is defined as the procedure that ensures the availability, usability, 

and accessibility of the formal financial system (Sarma, 2008). FI entails that all adults in society have 

access to a variety of suitable financial services that are tailored to their need and offered at reasonable 

prices. Despite the fact that the G20 Summit in Seoul, South Korea, recognized FI as one of the nine major 
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pillars of the global development agenda, in November 2010, the figures regarding FI is still under expec-

tation (GPFI, 2011). According to the 2017 World Bank Global Findex Survey, around 1.7 billion adults 

worldwide, or about 50% of the adult population, do not participate in the formal financial system.  

Several empirical papers show that FI accelerating economic growth since well-developed financial 

sector is considered the wheel that spins investments activities. It ensures that all people have access to 

financial services, regardless of their caste, ethnicity, sex, religion, or level of living. This is mainly matters 

for poor people in rural areas, in this regard FI reduces inequality and poverty (Babajide et al., 2015; 

Mehrotra and Yetman, 2015). However, the most important question is how FI affect banks’ efficiency and 

performance? Bank efficiency which is defined as “the extent to which the financial system fulfills its func-

tions” (Olgu, 2014), is an important aspect that is largely neglected in the literature. Efficient financial 

systems are less vulnerable to banking crises, more stable and have a higher ability to bear shocks without 

causing the collapse of the payment system, financial institutions, or markets. However, very few studies 

test how FI may affect banks’ efficiency (see for instance, Ahamed et al. (2018); Banna et al., 2020). This 

serves as a strong motivation to conduct the current study. 

Furthermore, the relationship between FI and banks’ performance is also unclear. The literature pro-

vides mixed results in this regard, from one side a positive effect is documented where higher FI improves 

bank performance and leads to higher profitability (Ahamed and Mallick, (2019); Shihadeh et al. (2018); 

Al-Smadi (2018)), while others report negative effect on the bank performance (Sarma and Pais (2011); 

Cihak et al. (2016); Uddin et al. (2017); Saif-Alyousfi and Saha (2021); Bhattacharyya et al., (2021)). These 

mixed findings serve as another important motivation to conduct this study. Further, it is crucial for policy-

makers and regulators who adopt several initiatives worldwide to reinforce FI, to understand how this can 

affect an important sector like the financial sector. 

This study's goal is to determine whether FI has an influence on the efficiency and performance of 

Jordanian commercial banks. This study contributes to many aspects through the following. First, although 

there are many studies examine the impact of FI on the performance of commercial banks, these studies 

yield conflicting findings, as indicated above, which calls for further investigation. Secondly, there are very 

limited studies examining the impact of FI on the bank’s efficiency. To the best of our knowledge, this is 

the first investigation into these relationships in Jordan, which is expected to help decision makers and 

bank managers to understand the impact of FI on the performance and efficiency of banks to adopt FI 

policies or not to adopt these policies. Thirdly, very few studies have investigated the bank’s efficiency from 

several dimensions. This study tries to inspect the FI and its impact on the bank’s efficiency through three 

variables: other operating expenses, other operating income, and net interest income. Therefore, this study 

contributes to providing new evidence for previous studies on the impact of FI on the efficiency of Jordanian 

commercial banks, an emerging economy i.e. Jordan.  

This article is set as follows: Section 2 analyzes the literature and gives a theoretical framework; Sec-

tion 3 details the data and methodology; Section 4 discusses the findings; and Section 5 offers conclu-

sions. 

 

 

1. LITERATURE REVIEW AND HYPOTHESES DEVELOPMENT:  

Financial inclusion is a topic that is frequently addressed in the fields of finance and economics. It is 

considerable interest to academics all over the world and is a topic that has been continuously investigated 

through research. The supply-leading hypothesis put forward by Schumpeter (1961) and Patrick (1966) 

served as one of the theoretical foundation for this study. The main argument here, economic growth re-

quires a well-developed financial sector. It claims that an effective and trustworthy financial system devel-

ops financial institutions and innovative financial services ahead of the need for those services. This is in 

terms enhances the financial system's functionality, which benefits economic growth (Sharma (2016); Kim 

et al. (2018)). These arguments are consistent with Banna et al., (2020) view, who argue that when the 

financial sector becomes more efficient and developed, economic growth is accelerated, therefore leading 

to sustainable development. 
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Several empirical research seek to determine how financial inclusion affects banks' performance, 

however there are few and limited studies that look at how it affects banks' efficiency. In this regard, two 

general study streams can be distinguished among these studies. The first strand supports the positive 

effect of financial inclusion on banks’ performance and efficiency. According to this view, banks’ profitabil-

ity and efficiency are enhanced by FI. More access to financial services ensures financial services' availa-

bility, effectiveness, transparency, and efficacy. It can help society become financially stable, raise living 

standards, and reduce poverty (Kacperczyk and Schnabl, 2013). Financial inclusion also has the ability to 

lower the volatility of bank funding by obtaining deposits from a large consumer base and lowering the 

volatility of return because banks are less dependent on expensive risky money market funds, by which 

profitability can be enhanced and efficiency achieved (Han and Melecky, 2013).  

Akhisar et al., (2015) construct their data from 23 countries over the period 2005-2013. The findings 

of the study report a positive effect of the ratio of electronic banking services and both measures of banks’ 

profitability, ROA and ROE. Bose et al., (2017) provide evidence from Bangladesh by studying the whole 

banking sector over the period 2008-2014. The results indicate that greater FI leads to better financial 

performance and higher market share.  Ahamed and Mallick (2019) carry out research utilizing a financial 

inclusion composite index during the period 2004-2012 for 87 countries over the world. Their results 

demonstrate that higher financial inclusion leads to higher banks’ stability and more financial sustainabil-

ity. From Jordan, Shihadeh et al. (2018) investigate the effect of FI on Jordanian commercial banks for the 

years 2009 to 2014. The study employs two measures for performance i.e. gross income and ROA. The 

results confirm the positive effect of FI on both performance measures. Another evidence from Jordan by 

Al-Smadi (2018), supporting the benefit of greater FI on Jordanian banks’ stability. Consistent findings are 

also reported by Chauvet and Jacolin (2017) and Marcelin et al. (2021). 

The available empirical evidence of FI's impact on bank efficiency is very very limited. For instance, 

Ahamed et al., (2018) in their analysis, they highlight the beneficial relationship between FI and banking 

efficiency using data from 2,207 banks worldwide between the years of 2004 and 2015. According to their 

research, the relationship between these two factors is significantly stronger in areas where banks can 

work without many limitations, therefore, foreign banks can enter those areas and conduct business with-

out encountering any barriers, as well as capital regulations are more stringent, and where corporate gov-

ernance is sound due to market-based bank monitoring. Le et al., (2019) looks at the growth of financial 

inclusion in Asia and how it affects financial sustainability and efficiency. The study uses a sample of 31 

Asian nations from the years 2004 to 2016 for this objective. Feasible Generalized Least Squares analysis 

shows that raising financial inclusion has a negative impact on financial efficiency but a favorable influence 

on long-term financial sustainability. Banna and Alam (2020) test the efficiency scores in 32 countries with 

a total of 153 Islamic banks over the years 2011-2017. The findings reveal unstable efficiency trends for 

most the sampled countries. The authors explain that the banking industry in these countries is still suf-

fering and facing the effects of the recession in the aftermath of the recent financial crisis.  

The second strand in the literature supports the negative influence of FI on banks’ performance and 

efficiency. Based on this view, greater FI result in more financial transactions will be handled by the same 

current intermediaries, which could raise the social costs of individual institutional imperfections. As a 

result, social and moral hazard will probably arise more frequently, endangering the stability of the financial 

system. In this perspective, it would be preferable to have more financial intermediaries provided they are 

supported by sound governance and a sufficient framework for financial regulation and supervision (García 

and Jose, 2016; De la Torre et al., 2011). Consistent view argues that due to the organization's structure 

and diverse product offering, FI might exacerbate agency issues and reduce a bank's operational efficiency 

when it becomes difficult for the bank's main headquarters to keep track of the operations of branches 

that are spread out across a large geographic area. However, these studies suggest that if the overall 

advantages of FI outweigh these costs, then banking efficiency is then can be achieved (Brickley et al., 

2003). Additionally, other views suggest that FI might be very risky leading to potential bankruptcy when 

banks’ products and services are delivered to underprivileged companies or customers (Vo and Nguyen, 

2021). 

Several empirical papers support the negative effect of FI. For example, Bhattacharyya, Wright and 

Rahman (2021) examine how FI is related to the banks’ performance using two different measures; one 

is an accounting and the other is stock market measure. A sample of Indian banks was included in the 
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study, which was carried out between 2015 and 2017. The findings report insignificant effect of FI on 

banks’ performance when its measured using the accounting measure, while FI is negatively and signifi-

cantly related to banks’ performance using the stock market measure is used. The authors explain that 

these findings imply that the goal of the legislation as it currently stands is unlikely to be accomplished. 

Consistent findings are reported by Sarma and Pais (2011), Cihak et al. (2016), Uddin et al. (2017), Saif-

Alyousfi and Saha (2021). 

The main objectives of this paper is to examine how FI is related to both banks’ performance and 

efficiency. This paper employs a sample includes all the Jordanian commercial banks over the period 2011-

2018. This research brought out the following hypotheses in light of the discussions above:  

H1: FI has a statistically significant impact on the performance of Jordanian banks. 

H1a: FI has a statistically significant impact on the performance of Jordanian banks as measured by ROA. 

H1b: FI has a statistically significant impact on the performance of Jordanian banks as measured by ROE. 

H2: FI has a statistically significant impact on the efficiency of Jordanian banks. 

H2a: FI has a statistically significant impact on the Jordanian banks’ efficiency measured by other operating 

income (OOI). 

H2b: FI has a statistically significant impact on the Jordanian banks’ efficiency measured by net interest 

income (NII). 

H2c: FI has a statistically significant impact on the Jordanian banks’ efficiency measured by cost from other 

operating expenses (OOE).  

 

 

2. DATA AND METHODOLOGY 

2.1 Data 

This study includes only the Jordanian commercial banks, which are 13 banks on annual data. Worth 

note is that Islamic banks are excluded from the sample due to the different operations and income treat-

ment. To reduce bias in the results of this study due to abnormal conditions, especially in the banking 

sector and to obtain relatively stable results, the time period of the study covers from 2011 to 2018. The 

time period from 2011 was chosen to avoid the impact of the 2008-2009 global financial crisis and its 

repercussions on the efficiency of banks, while this study was discontinued until 2018 to exclude the effect 

of COIVD-19 period. All the financial variables employed in this study were retrieved from the Amman Stock 

Exchange's (ASE) website; www.ase.com.jo. The data for the financial inclusion index was obtained from 

the Jordanian central bank at www.cbj.gov.jo.  

 

 
Table 1. Descriptive Statistics 

Variables  Mean Median Max. Min. S.D.  Skew. Kurt. Obs. 

OOE 0.0256 0.0258 0.0429 0.0069 0.0068 -0.2265 3.1824 104 

OOI 0.0125 0.0120 0.0298 0.0025 0.0050 0.8803 4.3578 104 

NII 0.0306 0.0303 0.0440 0.0112 0.0067 -0.1767 3.0080 104 

ROA 1.2067 1.2571 2.0466 -0.1700 0.4773 -0.5835 2.8787 104 

ROE 8.7325 8.9415 16.3700 -1.4500 3.2653 -0.4126 3.4776 104 

FI 0.1277 0.1008 0.3284 0.0264 0.0865 0.6362 2.0538 104 

NPL 0.0808 0.0740 0.2630 0.0190 0.0411 1.7357 7.4582 104 

SIZE 21.5365 21.4307 23.9760 19.7043 0.9257 1.1578 4.2637 104 

LIQ 0.2961 0.2800 0.5000 0.1500 0.0783 0.4027 2.5443 104 

CAP 0.1361 0.1355 0.2196 0.0750 0.0255 0.3477 3.0765 104 

GDP 0.0258 0.0258 0.0331 0.0190 0.0048 0.2144 1.7897 104 

http://www.ase.com.jo/
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Table 1 displays the statistical description of the study variables over the period of 2011-2018. The 

first column reports the independent and dependent variables of the study, while the second to the eighth 

column indicates the mean, median, maximum value, minimum value, standard deviation, skewness and 

kurtosis. The last column shows the number of observations for each variable, which are 104. The first 

three variables in Table 1 represent bank’s efficiency, namely other operating expenses (OOE), other oper-

ating income (OOI) and net interest income (NII), while the two variables that follow the first three variables 

represent bank’s profitability, namely ROA and ROE. The study's independent variables are the remaining 

six variables, which are financial inclusion (FI), non-performing loans (NPL), bank’s size (SIZE), liquidity 

ratio (LIQ), capital adequacy (CAP) and growth domestic product (GDP).  

Given the variables related to the bank’s efficiency, the average of OOE equal 00.0256, which is rela-

tively large and is twice the average of OOI 0.0125. This means that OOE is still relatively large in Jordanian 

commercial banks. The third measure of bank’s efficiency is the net interest income (NII). The NII is the 

largest, which means that the Jordanian commercial banks achieve relatively large average profits. In con-

trast, all standard deviations of these variables related to bank’s efficiency, OOE, OOI and NII are relatively 

low. This means that the bank’s efficiency in Jordanian banks is stable. The maximum value and the mini-

mum value for OOE equal 0.0429 and 0.0069, respectively. This indicates that there are some differences 

in the average of OOE among the commercial banks in Jordan. Compared to OOI, these differences de-

crease significantly among these banks. In the NII, the differences become large, ranging from 0.0440 to 

0.0112. The kurtosis is close to 3 and 4, which means that there are some outliers in these banks’ effi-

ciency. 

Regarding the relevant variables of the bank's profitability, return on asset (ROA) and return on equity 

(ROE), it indicates that the average ROE in Jordanian commercial banks 0.0873 is much greater than the 

average ROA 0.0121. In addition, the standard deviation of ROA and ROE are relatively small and stable, 

which means that the profits of Jordanian commercial banks are stable and fluctuate slightly. Looking at 

the minimum and maximum value of ROA and ROE, Table 1 shows that the large range in ROE extends 

from 0.1637 to -0.0145, while the range in ROA is small, extending from 0.0204 to -0.0170. The kurtosis 

confirms the previous result that there are outliers in ROE because it is greater than 3. 

Figure 1 illustrates the variables of bank’s efficiency OOE, OOI, NII in Jordanian commercial banks as 

a dependent variables used in this study for the period 2011-2018. It confirms the existence of differences 

in bank’s efficiency between Jordanian commercial banks. The other operating expenses (OOE) are rela-

tively high and greater than other operating income (OOI). Both OOE and OOI decrease in Societe General 

Bank, while increase in Jordan Ahli Bank. In particular, OOI is the lowest and relatively stable among banks. 

NII is the largest, but they are less than the percentage of OOE in three banks, namely Jordan Commercial 

Bank, Capital Bank of Jordan and Jordan Ahli Bank. Therefore, these banks should work to reduce the 

percentages of OOE. 

 

 

Figure 1. Average Cost Efficiency in Jordanian Commercial Banks 
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Figure 2 illustrates the variables of profitability in Jordanian commercial banks in this study from 2011 

to 2018 as a dependent variable. Figure 2 confirms that there are differences between Jordanian com-

mercial banks in ROA, while differences in ROE are very few among Jordanian commercial banks. Figure 2 

shows that Jordan Commercial Bank achieves the lowest average ROA, while Cairo Amman Bank achieves 

the highest ROA. 

 

 

 

Figure 2. Average Profitability in Jordanian Commercial Banks 

 

 

Figure 3 shows financial inclusion (FI) in Jordanian commercial banks as the main independent varia-

ble used in this study for the period 2011-2018. Figure 3 illustrates that there are significant and clear 

differences in FI between Jordanian commercial banks. The Arab Bank, Cairo Amman Bank and the Hous-

ing Bank for Trade and Finance achieve the highest rates of financial inclusion, while the remaining Jorda-

nian commercial banks converge with low rates of FI. 
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Figure 3. Average Financial Inclusion in Jordanian Commercial Banks 

 

 

2.2 Study Variables 

2.2.1 Dependent variables 

In this study, there are two main goals: the first is to measure how financial inclusion affects banks' 

performance. To achieve this first objective, the current employs two variables that are commonly em-

ployed in the literature to reflect banks’ profitability: 

 

2.2.1.1 Return on Asset (ROA) 

𝑅𝑂𝐴 =  
𝑁𝐼

Total Assets
 … … . . (1) 

Where:  

ROA: is return on assets,  

NI: is net income. 

 

2.2.1.2 Return on Equity (ROE) 

𝑅𝑂𝐸 =  
𝑁𝐼

Total Equity
 … … (2) 

Where: 

ROE: is return on equity,  

NI: is net income. 

 

2.2.2 Bank Efficiency  

The second objective is aims to investigate how the efficiency of banks is affected by financial inclu-

sion. To achieve this objective, three measures of bank efficiency were employed as follows:  

 

2.2.2.1 Net Interest Income (NII) 

The first measure is profit from net interest operating income. This ratio calculates the difference be-

tween interest revenue minus interest expenses divided by total assets. This study follows the method 

suggested by Aliyu and Yusof (2016) to calculate the profits from net interest operating income as follows: 
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)3........(
 Assets Total

 Income OperatingInterset Net 
  NII=  

 

2.2.2.2 Other Operating Income (OOI) 

The second measure is profit from other operating income. This ratio calculates the profit from other 

operating income, which includes net commissions, profits from financial instruments and assets, gains 

from foreign currencies, and gains from other sources of total assets. This study follows the method sug-

gested by Aliyu and Yusof (2016) to calculate the profits from other operating income as follows: 

)4.....(
 Assets Total

 Income OperatingInterset Non Other 
  OOI =  

 

2.2.2.3 Other Operating Expenses (OOE) 

The third measure of bank efficiency is the cost from other operating expenses. The cost of other op-

erating expenses, such as depreciation and amortization, staff costs, and other expenses, is calculated as 

a percentage of total assets. This study follows the method suggested by Aliyu and Yusof (2016) to calcu-

late the cost from other operating expenses as follows: 

)5......(
 Assets Total

 Expenses OperatingInterset Non Other 
  OOE =  

 

2.2.3 Independent variable 

Financial inclusion serves as the primary independent variable in this study. Unlike prior studies that 

have employed a single measure for FI such as the number of ATMs, number of loan accounts, number of 

branches ...etc., this paper follows the methodology suggested by Sarma (2008) and creates an index for 

assessing financial inclusion in the Jordanian banking sector. Developing such an index as a measure for 

FI offers several advantages over using a single measure. First of all, information on various components 

(dimensions) of financial inclusion should be able to be included in a comprehensive measure, ideally in 

the form of a single number. Second, this indicator can be used to evaluate the degrees of financial inclu-

sion between economies and between states/provinces within countries at a specific time. It can be used 

to track over time how well a nation's policy initiatives for financial inclusion are moving. Additionally, such 

a metric can be helpful in addressing academic issues that have been raised in the expanding literature 

on financial inclusion (Sarma, 2008). To develop the index of financial inclusion (FI), we include three main 

dimensions namely banking penetration (accessibility), usage and availability. Each dimension considers 

several aspects, for example, banking penetration is indicated by the number of Loan accounts per 1000 

population, the banking usage in which this dimension has been measured using the amount of credit and 

deposits relative to the GDP. 

Initially, each dimension is calculated using the following equation: 

𝑑𝑖 =
𝐴𝑖 − 𝑚𝑖

𝑀𝑖 − 𝑚𝑖
     … … . . (6) 

Where:  

Ai = Actual value of dimension i  

mi = Minimum value of dimension i  

Mi = Maximum value of dimension i 

 

Equation (6) ensures that the value of each dimension is 0 ≤ di ≤1, where 0 indicates the worst situa-

tion and 1 represents the highest achievement in this dimension. Since there is more than one dimension 

(penetration, usage and availability) there will be (d1, d2, d3, …. dn), the outcomes of the actual counting of 

each dimension were used to calculate the dimensions' lower and upper values. According to Sarma and 



 133 

Pais (2011), these dimensions are assigned the following weights: 0.5 for the availability index, 0.5 for the 

usage index, and 1 for the accessibility index (penetration). Following the dimensions' weights, the final IFI 

is determined as follows: 

 

𝐹𝐼 = 1 − √    
(1 − 𝑝𝑖) 2 + (0.5 − 𝑎𝑖) 2 + (0.5 − 𝑢𝑖) 2

𝑤1
   2 + 𝑤2

   2 + 𝑤3
   2 … . . (7) 

where pi, ai and ui denote, respectively, the weighted dimension indices accessibility, availability and usage. 

Information on these aspects is combined by the IFI into a single number between 0 and 1, where 0 rep-

resents total financial exclusion and 1 represents total financial inclusion in an economy. 

 

2.2.4 Control Variables 

In accordance with prior research, a number of control variables were used. in the models of the study. 

Using the natural logarithm of total assets, we control for bank size, bank capitalization calculated by di-

viding total equity over total assets, credit risk using the ratio of non-performing loans, we additionally take 

into account two macroeconomic factors; GDP (gross domestic output) and inflation. In the models of cost 

efficiency, we control for bank profitability using ROA calculated as net income over total assets.  

 

2.3 Method 

Banking activities mainly depend on income interest and income expenses. On the other hand, there 

are other activities that generate revenues or expenses, such as those related to commissions, selling 

foreign currencies, employee salaries, and others. Therefore, this research aims to investigate the effects 

of financial inclusion on the bank’s efficiency based on three dimensions developed from Aliyu and Yusof’s 

(2016) methodology, namely, the bank’s net interest income (NII), other operating income (OOI), and other 

operating expenses (OOE). Additionally, this study investigates not only the effect of FI on bank’s efficiency, 

but also on Jordanian commercial banks' performance based on two dimensions, namely, return on asset 

(ROA) and return on equity (ROE). The panel data set has been used to accomplish the objectives of this 

study. The bank’s efficiency and profitability can be measured by the following models:  

Bank’s Efficiency Models: 

)1.(....................7654321 ittititititit eGDPCAPLIQROASIZENPLFIOOE ++++++++= 

)2.........(..........764321 5 ittititititit eGDPCAPLIQROASIZENPLFIOOI ++++++++= 

)3...(....................7654321 ittititititit eGDPCAPLIQROASIZENPLFINII ++++++++= 
 

Bank’s Profitability Models: 
 

)4....(....................654321 ittititititit eGDPCAPLIQSIZENPLFIROA +++++++= 

)5....(....................654321 ittititititit eGDPCAPLIQSIZENPLFIROE +++++++= 
 

Where: 

OOE  is other operating expenses, OOI  is other operating income, NIN  is net interest income, ROA  is 

return on assets, ROE  is return on equity, FI  is financial inclusion, NPL  is non-performing loans, 

ZISE  = log of total assets, LIQ  is liquidity ratio, CAP is capital adequacy, tGDP  = The percentage of 

growth domestic product in Jordan in time t, it
 
indicate to bank i in time t, 7654321 ,,,,,,   is 

coefficients of independent variables,  refers to intercept, and ite represents errors of bank i in time t. 
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3. EMPIRICAL RESULTS 
 

3.1 Unit Root Test Results 

Table 2 shows the data stationary result employing the unit root test developed by Levin et al., (2002). 

This measure is appropriate in the case of panel data because it takes into account the stationary of time 

series across banks. The results showed that all study variables are stationary at the level and p-value is 

less than 5%. Thus, we infer that the study's variables are stationary and there is no need to take the first 

or second difference for these variables. 

 

 
Table 2. Results of Unit Root Test 

Variables  Level  p-value 

OOE 

 
-13.4208 (0.0000) 

OOI -9.76234 (0.0000) 

NII 

  

-2.55170 (0.0054) 

ROA -2.45673 (0.0070) 

ROE -5.46685 (0.0000) 

INC -44.5457 (0.0000) 

NPL -20.4347 (0.0000) 

SIZE -3.34013 (0.0004) 

LIQ -7.20765 (0.0167) 

CAP -4.19729 (0.0000) 

GDP -4.04768 (0.0000) 

Source: own 

 

 

3.2 Correlation Test 

The findings of the correlation between the explanatory variables are shown in Table 3. Looking at 

Table 3, we find that the correlation between all study variables is less than 80%. The strongest correlation 

between FI and SIZE, according to Table 3, is 77%. Gujarati (2003) indicates that the problem of multico-

linearity appears between the independent variables if the correlation was more than 80%. Therefore, we 

get to the conclusion that there is no issue with multicolinearity among the independent variables em-

ployed in this study. 

 

 
Table 3. Correlation Matrix Result 

 FI  NPL  SIZE  LIQ  CAP  GDP  

FI  1      

NPL  -0.22** 1     

SIZE 0.77* -0.28* 1    

LIQ  0.38* 0.03 0.43* 1   

CAP  -0.07 0.27* -0.10 0.26* 1  

GDP  0.02 0.31* -0.13 0.23** 0.16 1 

Source: own 

Note: *, ** indicate statistical significance at 1% and 5%, respectively. 
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3.3 Bank’s Efficiency Results  

Table 4 shows the findings of the impact of the independent variables, namely financial inclusion (FI), 

credit risk (NPL), bank size (SIZE), profitability (ROA), liquidity (LIQ), capital adequacy (CAP), and gross do-

mestic product (GDP) on bank’s efficiency. Three dependent variables were used to measure bank’s effi-

ciency, which are other operating expenses (OOE), other operating income (OOI), and net interest income 

(NII). To choose if the pooled model appropriate, Lagrange multiplier (LM) test is used. The models of 

bank’s efficiency showed that LM test is statistically significant and they are smaller than 5%. Therefore, 

the pooled model is not suitable to be used in this study. In order to select between fixed- or random-

effects model, the Hausman test must be checked. Hausman's results showed that the first (OOE) and 

third (NII) models of bank’s efficiency fit the random effects model because the p-value is more than 5%, 

while the second (OOI) model of bank’s efficiency fits the fixed effects model because the p-value is less 

than 5%. To solve the problem of heteroskedasticity if it exists, generalized least square (GLS) has been 

used. To solve the problem of autocorrelation, lag has been used for each dependent variable. Thus, this 

problem of autocorrelation is solved because the Durbin-Watson results in Table 4 became around 2. Table 

4 showed that the adjusted R2 for the first, second and third models of bank’s efficiency is %41.09, %65.17 

and %39.39, respectively. That is, the independent variables are able to explain the change in the bank’s 

efficiency in these three models namely OOE, OOI and NII by %41.09, %65.17 and %39.39, respectively. 

All of the F-test for these models is statistical significant, which means that the models are suitable. 

 

 
Table 4. Cost Efficiency Regression Results 

 Dependent Variable: Cost Efficiency  

Independent Variables 
OOE OOI NII 

Random effects Fixed effects  Random effects 

 Coefficient (p-value)     Coefficient    (p-value) Coefficient   (p-value) 

C 0.021682 0.4157 0.436814 0.0000 0.007359 0.5724 

Dependent Variable (-1) 0.718746 0.0000 0.106049 0.2418 0.770891 0.0000 

FI 0.025199 0.0005 0.004198 0.8084 0.016923 0.0102 

NPL -0.011747 0.5801 -0.015226 0.3126 0.002206 0.8265 

SIZE -0.000832 0.4516 -0.019245 0.0000 -0.000253 0.6078 

ROA -0.002738 0.2231 -0.000608 0.5712 0.002196 0.0739 

LIQ -0.004376 0.4716 0.004538 0.1830 -0.012210 0.0000 

CAP 0.038257 0.0768 -0.087544 0.0316 0.016121 0.3508 

GDP 0.000609 0.9964 0.032079 0.6190 0.051748 0.4698 

Adjusted R2 % 63.55 % 57.96 % 86.82 

F-test (p-value) 9.563838 (0.0000) 8.271717 (0.0000) 10.56268 (0.0000) 

LM Test (p-value)  114.4267 (0.0000) 14.00489 (0.0002) 102.1245 (0.0000) 

Hausman Test (p-value) 5.089568 (0.6490) 21.548724 (0.0030) 11.075758 (0.1353) 

Durbin-Watson stat  1.916904 1.985777 2.021345 

Period included 8 

 
8 8 

Cross-section included 13 13 13 

Number of observations 91 91 91 

Source: own 

 

 

Table 4 shows that financial institution (FI) affects other operating expenses (OOE) and net interest 

income (NII) in a positive and statistically significant, while FI has no statistical effect on other operating 

income. The positive impact of FI on OOE means as financial inclusion increases other operating expenses 

also increase, in other words, higher financial inclusion leads to less efficiency in terms of other operating 

expenses. This can be explained as FI to be achieved banks need higher diversity and various products, 

more branches and ATMs ... etc., in this regard, it becomes difficult for the bank's head office to keep track 
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of branches activities that are dispersed throughout a large geographic area, FI may worsen agency issues 

and reduce a bank's operational efficiency (Brickley et al., 2003).  Financial inclusion is anticipated to have 

a positive and statistically significant influence on NII. Higher financial inclusion is linked with higher bank 

accounts, more clients, and more transactions, in general, and as indicated above NII shapes the most 

considerable portion of Jordanian banks’ revenue. Thus it is expected with higher FI that NII will positively 

increase. However, the insignificant effect of FI on OOI is also expected since in Jordanian banks, as ex-

plained in table 1, the mean value of OOI is very little compared with NII. The positive result with statistical 

significance was confirmed by limited studies such as Ahamed et al. (2018) and Banna and Alam (2020). 

Non-performing loans (NPL) have no statistically significant effect on bank’s efficiency. This indicates 

that a very small percentage of borrowers default. This result also indicates that Jordanian commercial 

banks are efficient in managing loans. Therefore, the impact of NPL is very limited and has no effect on 

the bank’s efficiency. Size negatively affects the three models related to the bank’s efficiency, while sta-

tistically significant only on OOI.  This means that the larger the bank, the lower its other operating income 

(OOI).  

Profitability affects positively on bank’s efficiency. Profitability affects positively and weakly statistically 

significant on the net interest income (NII) of banks. This result makes sense because banks' profitability 

is the result of the difference between income interest and expense interest which includes net interest 

income. On the other hand, the other operating expenses (OOE) are negatively affected by profitability of 

banks, which means that increasing the profitability of banks leads to a reduction in other operating ex-

penses (OOE). This means that the banks that make profits are able to control their other operating ex-

penses (OOE), and this is an indicator of the efficiency of the performance of Jordanian commercial banks. 

Liquidity plays an important role in net interest income (NII) and a less important role in other operating 

expenses (OOE) and other operating income (OOI). Liquidity has a negative and statistically significant in-

fluence on net interest income (NII) and negatively, but with insignificant, impact on other operating ex-

penses (OOE), while liquidity affects positively but statistically insignificant on other operating income (OOI). 

This means that liquidity can be useful in fees and commissions income and others. In addition, the nega-

tive effect is expected on net interest income (NII) because the relationship of liquidity bank’s efficiency in 

the literature is negative. Other operating expenses (OOE) are positively and weakly statistically affected 

by capital adequacy, while other operating income (OOI) is negatively and statistically affected. Net interest 

income (NII) is positively but statistically insignificant affected by capital adequacy. Increasing capital ade-

quacy acts as a safety valve for the efficiency of banks especially in net interest income (NII) by absorbing 

losses as a result of some customers' inability to pay, while increasing capital adequacy can give a margin 

of safety and allow banks to increase other operating expenses (OOE).  

Table 4 shows that GDP has positively but statistically significant effect on the efficiency of Jordanian 

commercial banks. This can be credited to the fact that during the study period, the Jordanian GDP was 

very low and stable around 2.5%. Therefore, this stability in the Jordanian GDP and its non-volatility led to 

the absence of a statistically significant effect of the GDP on the efficiency of Jordanian commercial banks. 

 

 

3.4 Performance Results  

Table 5 displays the results of the effect of same as the previous independent variables on the perfor-

mance of Jordanian commercial banks. Two dependent variables were used to measure the performance 

of banks, which are return on asset (ROA), and return on equity (ROE). To choose if the pooled model 

appropriate, Lagrange multiplier (LM) test was employed. The models of bank performance measured 

showed that LM test is statistically significant. Therefore, the pooled model is not suitable to be used in 

this study. The Hausman test must be examined to determine whether to apply a fixed- or a random-effects 

model. Hausman's results showed that the Both models for the performance of banks fit the random ef-

fects model because the p-value is more than 5%, while the fixed effects model is excluded in this study. 

To solve the problem of heteroskedasticity if it exists, generalized least square (GLS) as well has been 

used. Similar to Table 4, to solve the problem of autocorrelation, lag has been used for each dependent 

variable. Thus, this problem of autocorrelation is solved because the Durbin-Watson results in Table 4 are 

more than 1.5 and they are relatively close to 2. Table 5 showed that the adjusted R2 for the first and 
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second model of bank performance is %28.50 and %28.31, respectively. That is, the independent varia-

bles are able to explain the change in bank performance in these two models namely ROA and ROE by 

%28.50 and %28.31, respectively. All of F-test for these models is statistical significant, which means that 

the models are suitable. 

Table 5 demonstrates that financial inclusion (FI) affects ROA and ROE in a positive and statistically 

significant. This positive and statistical significant impact of the FI on the bank’s performance confirmed 

the previous results documented in Table 4 with regard to cost efficiency and include ease of access, 

availability, effectiveness and transparency to financial services, and this result is in line with the result of 

(Kacperczyk and Schnabl, 2013). In addition, financial inclusion contributes to reducing bank financing 

volatility by acquiring deposits from a large client base and reducing yield volatility because banks are less 

dependent on high-risk money market funds and thus improve profitability and efficiency (Han and 

Melecky, 2013; Akhisar et al.,2015). The positive result with statistical significance was confirmed by many 

studies such as Bose, Saha, Khan and Islam, (2017), Ahamed and Mallick (2019), Shihadeh et al., (2018) 

and Al-Smadi (2018). 

 

 
Table 5. Profitability Regression Results 

 Dependent Variable: Profitability   

Independent Variables 
ROA ROE 

Random effects Random effects  

 Coefficient (p-value)     Coefficient    (p-value) 

C 0.549345 0.6911 10.04934 0.2311 

Dependent Variable (-1) 0.408815 0.0018 0.442236 0.0000 

FI 0.827350 0.0271 6.288731 0.0133 

NPL -2.378460 0.0264 -18.03072 0.0345 

SIZE -0.047570 0.4475 -0.443160 0.2419 

LIQ -0.056061 0.8867 1.033445 0.7130 

CAP 6.198568 0.0002 8.222233 0.1623 

GDP 18.11020 0.0283 146.4770 0.0171 

Adjusted R2 % 54.66 % 49.67 

F-test (p-value) 9.563838 (0.0000) 8.271717 (0.0000) 

LM Test (p-value)  45.29363 (0.0000) 43.95586 (0.0000) 

Hausman Test (p-value) 3.591562 (0.7318) 5.430884 (0.4898) 

Durbin-Watson stat  1.590246 1.574561 

Period included 8 

 
8 

Cross-section included 13 13 

Number of observations 104 104 

Source: own 

 

 

Non-performing loans (NPL) has negative and statistical significant impact on bank’s performance and 

this result contradicts the result in Table 4 related to the bank’ efficiency. This negative and statistically 

significant effect of NPL on both ROA and ROE indicates that NPL have to be reduced. In other words, NPL 

affect little on the efficiency of banks, but negatively and significantly affect the profitability of Jordanian 

banks. This negative impact can be attributable to the fact that NPL negatively affect the total net income 

of the bank or that the assets and capital of Jordanian commercial banks are large.  

Size (SIZE) has a negative but it is not statistically significant, especially on the ROE and less on the 

return on assets. This outcome is consistent with those obtained for bank efficiency documented in Table 

4. In general, size negatively affects the performance of Jordanian commercial banks. This means that the 
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larger the bank, the lower its bank efficiency and performance. The reason for this negative effect can be 

ascribed to the fact that major commercial banks are lax in providing services to their customers. Liquidity 

(LIQ) does not have a statistically significant impact on the performance of Jordanian commercial banks. 

This result relatively contradicts the results in Table 4 related to efficiency and indicates that Jordanian 

commercial banks are dedicated to adhering to the liquidity ratios mandated by the Jordanian Central 

Bank. Thus, Jordanian commercial banks do not suffer from a liquidity problem. 

ROA is positively and statistically affected by capital adequacy (CAP), as well as ROE is positively af-

fected, but it is not statistically significant. Although the ROE is not statistically affected by CAP, the coeffi-

cient of ROE is still economically large 8.222233 and is larger than the coefficient of ROA, 6.198568. This 

indicates that CAP improves the performance of Jordanian commercial banks and acts as a safety valve.  

 

The gross domestic product (GDP) plays a statistical significant and positive role in the performance 

of Jordanian commercial banks, whether at the level of ROA or ROE. Table 5 shows that GDP coefficient 

affects the return on assets and the return on equity by 18.11020 and 146.4770, respectively, which is a 

statistical and significant economic impact, especially on ROE. This means that the greater the economic 

growth in Jordan, the better the performance of Jordanian commercial banks. This result relatively rein-

forces Table 4 efficiency finding. 

 

 

CONCLUSION AND DISCUSSION  

This study's goal is to assess the effects of FI on the efficiency and performance of Jordanian commer-

cial banks for the period 2011-2018. The fixed and random effect models are employed to accomplish the 

goal of this study. This time period from 2011 to 2018 was chosen to investigate the impact of FI on the 

bank’s performance and efficiency because this period was stable and no crises occurred during the study 

period, such as the global financial crisis in 2008 or the Corona pandemic at the end of 2019. 

The findings of the study indicated that FI has a positive and statistically significant impact on the 

efficiency of the bank in terms of net interest income. However, FI leads to higher other operating expenses, 

thus, FI leads to less efficiency in this side. Moreover, the study figures’ in the descriptive showed that 

other operating income in Jordanian commercial banks are relatively low, and therefore there is no statis-

tically significant effect of FI on OOI. For the control variables in this study, in general, the effect of LIQ is 

negative and statistically significant, while ROA has a positive and statistically significant effect on the 

banks efficiency. 

This study showed that FI has a positive and statistically significant effect on the performance of Jor-

danian commercial banks, whether on ROA or ROE. However, the results showed that FI has a higher sig-

nificant impact on ROE compared to ROA. For the control variables, the result of this study confirmed the 

previous results. This study shows that the effect of NPL is negative and statistically significant, while CAP 

and GDP have a positive effect and statistical significance on the performance of Jordanian commercial 

banks.  

Our findings reveal important insights for policymakers, regulators, practitioners, financial analysts, 

and others. FI benefits Jordanian commercial banks by enhancing their efficiency and performance. Thus 

policymakers should support all the initiatives that lead to higher FI. In the meanwhile, the negative effect 

of FI on other operating expenses should be carefully considered. This negative effect implies that since FI 

is still very low in Jordan, leading to high operating costs for Jordanian commercial banks. Policymakers, 

therefore are advised to speed up the adoption of FI, where higher FI may result that advantages over 

weighing costs. Moreover, this study recommends that bank managers attempt to reduce OOE because 

their percentage is still relatively high in Jordanian commercial banks. In this respect, policymakers might 

look for sound governance that curbs unjustified waste of funds. In short, to take the utmost advantage of 

FI, it is crucial to have effective financial regulation and supervision, as well as good governance. 
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 A complementary relationship between money and physical capital is ex-

plained by the financial liberalization theory will lead to a surge in money de-

mand and investment. In this paper, the validity of this hypothesis, which is 

also known as McKinnon's complementarity hypothesis, in terms of financial 

liberalization policy has been tested empirically to examine the domestic 

credit, money demand, interest rate and investment size in order to attempt 

to designate the respective relationship in Tunisia. In this study, over the pe-

riod of 1986-2015 in Tunisia, the relationship between money and physical 

capital for available data is investigated through the BOUND and ARDL test 

methods. An empirical analysis of the findings suggests that Tunisia's econ-

omy is based on a limited complementary relationship between money and 

physical capital. 
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INTRODUCTION 

In 1973, McKinnon and Shaw argued that the repressed financial markets (low and administered 

interest rates, domestic credit controls, high reserve requirements and concessional credit practices) dis-

courage savings, retards the efficient allocation of resources, increase the segmentation of financial mar-

kets, constrain investment and lowers the economic growth rate. The essential argument of the McKin-

nonShaw thesis is that a low or negative real rate of interest discourages savings and hence reduces the 

availability of loanable funds, constrains investment and lowers the economic growth rate. On the contrary, 

an increase in the real interest rate may induce the savers to save more, which will enable more investment 

to take place and would exert a positive effect on economic growth. This idea was adopted by great inter-

national institutions such as the International Monetary Fund and the World Bank. Thus, many developing 

countries have implemented financial liberalization policies with the aim to delete the repressed regime. 

The financial liberalization policies were aimed at liberalizing interest rates by switching from an 
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administered interest rate setting to a market-based interest rate determination; reducing the credit con-

trols by gradually eliminating directed and subsidized credit schemes; developing primary and secondary 

securities markets; enhancing competition and efficiency in the financial system by privatizing the nation-

alized commercial banks. This suggests a basic complementarity hypothesis between money and physical 

capital. In the McKinnon model, the success of the financial liberalization process depends on the following 

hypothesis: (i) the effective deepening of the financial sector, (ii) a positive correlation between the saving 

and the real interest rate, and (iii) a perfect complementarity between the money demand and investment.  

This paper critically appraises McKinnon’s complementary hypothesis by conducting a vigorous em-

pirical approach using Autoregressive Distributed Lag (ARDL) Approach for Tunisia with the sample period 

of 1986 to 2015. A two-equation model is developed for this purpose. Since the use of non-stationary time 

series data often produces spurious results, the data series are tested for stationarity. Therefore, an error 

correction model is developed and estimated. These variables are mostly predicted to raise capital for-

mation independently of the hypothesis. We find a cointegration relationship among the key variables, 

providing a necessary condition for the complementarity hypothesis. The long-run and dynamic estimates 

are supportive, too, since we find a statistically significant effect of return on capital on the demand for 

money model, and also a significant positive impact of real deposit rates on investment. Evidence reveals 

that financial development and the status of a middle-income level among developing economies are fac-

tors, which reduce self-financed capital formation by mitigating financial constraints. The conditional vari-

ables are found to boost the economy by accumulating the physical capital independently of the self-fi-

nance hypothesis. Although even after augmenting the investment model with the conditional variables, 

real deposit rates are found to be statistically significant, the size of the coefficients is numerically too 

marginal to provide vital evidence of self-financed capital formation. The empirical result highlights the key 

role of financial intermediation through the conduit of credit for increased capital formation.  

The present study is organized as flows: in section 1 we develop McKinnon’s complementarity hypoth-

esis. Section 2 presents the empirical evidence (data, specific models and results). Section 3 spells out 

the cointegration tests. Long-run and dynamic models are estimated in Section 4. 
 

 

 

1. MCKINNON’S COMPLEMENTARITY HYPOTHESIS 

McKinnon-Shaw complementarity’s hypothesis can be represented by the following two equations: 

))(,,( ad
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I
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M
−=                                                                                                                      (1)  

Equation (1) is the standard long-run real money demand function. 

With   :Y  Real Income 

           :
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I
 Investment rate 

           :d  Nominal interest rate 

           :a  Anticipated inflation rate 
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 represents the money demand of transaction. An increase in income generates 

strong monetary detention.  
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: This partial derivative represents the money demand for investment. An increase in 

investment rate allows strong money detention. In other words, the investment increases the monetary 

saving. It is an important condition of the success of financial liberalization policy for the transmission of 

the investment to the saving. 
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 : a positive real interest rate allows a greater money demand. 

 

However, McKinnon complementarity’s hypothesis appears in the following investment function: 

))(,( adrf
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I
−=                                                                                                                          (2) 

     r : the average real return on capital. 

 

Equation (2) is a private investment function. From an empirical perspective, since it is impossible to 

compute a sensible measure of the real return on physical capital, McKinnon (1973) suggests that it could 

be replaced by the investment to income ratio, I/Y, which is likely to vary directly with the average real 

return on capital.  

McKinnon’s model is, however, restrictive in that it is assumed that there is no role of intermediation 

by financial institutions from saving to the creation of credit. This is very unlikely even in underdeveloped 

financial markets. The indirect effect of real deposit rates on investment is due not only to self-finance but 

also to the credit creation from money, where the real supply of credit increases side by side with money 

demand (Fry, 1980). By specifying credit along with the real rates of deposit in the investment equation, 

the two channels of funding sources could be identified: one is self-finance portrayed by the effect of real 

deposit rates, and the other channel is through credit intermediated by financial institutions. 

The models now become: 
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cp: the ratio of domestic credit to the private sector to GDP  

 

The models (1) and (2) form a basis for empirical estimation. 
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Thus, the complementarity hypothesis seen in the partial derivatives following: 
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Equation (3) suggests that it is not the cost of capital but the availability of finance that constrains 

investment in financially repressed economies. When the real deposit rate increases, investment increases 

as well because the financial constraint is relaxed. However, the traditional theory suggests the reverse, 

that is, that an increase in interest rate reduces investment. 
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For Shaw, the investment (I) is a decreasing function of real interest rate (r) and the saving is an in-

creasing function of economic growth rate (g) and real interest rate (r): 

( )rII =                              0
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Since the McKinnon-Shaw thesis of « financial repression » appeared in 1973 and has been simpli-

fied in the figure below. 

 

 

 

Figure 1. Financial repression, saving and investment 

Source: Venet B. (2000) 

 

 

2. THE EMPIRICAL METHODOLOGY:  ARDL APPROACH 

The empirical specificity of McKinnon’s complementarity hypothesis can be represented by the follow-

ing system: 
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Where: 








Y

I
 : Investment rate 

          ( )−i  : Real interest rate 

            Y : Gross Domestic Product  

            M : Nominal money demand 

             P : General Price level index  

 

For the financial liberalization theory, the complementarity hypothesis holds true if the following partial 

derivatives are positive: 
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The passage of the static to dynamic relations is obtained by an auto-regression model: 
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The long-term elasticities for the system (7) are as follows: 
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In terms of the first differences, rewritten as:  
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In addition, lagged residuals from the cointegration regression are also included and set off explana-

tory variables-this term is referred to as an ECM term- the statistical significance of the ECM term is that it 

measures the deviation of the dependant variable from its long-run trend. In other words, it represents the 

self-correcting mechanism of the system for deviation from its long-run trend. The general form of the ECM 

is as follows: 
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Where ECM is the error correction model term  
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The methodology of this study is designed to assess the impact of financial liberalization on financial 

deepening in Tunisia. In this study, we use the cointegration approach as described by (Pesaran et al., 

2001), namely Autoregressive Distributed Lag (ARDL). This approach examines the hypothesis that finan-

cial liberalization leads to financial depth as proposed by (McKinnon and Shaw, 1973). 

The ARDL model was chosen because it has many advantages. First, it can be applied regardless of 

whether the individual effects are integrated in the I(0) or I(1) order independently of stationarity. Second, 

the ARDL model takes a sufficient number of delays to capture the data generation process from a general 

modeling framework (Laurenceson and Chai, 1998). Third, the ARDL approach gives higher estimates of 
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long-term coefficients and diagnostic tests of the estimated equation are more reliable (Laurenceson and 

Chai, 1998). Moreover, from the ARDL model, a dynamic error correction (ECM) model can be obtained by 

simple linear transformation (Banarjee et al., 1993). The ECM also helps us measure the short-term rela-

tionship between the variables in the model. Finally, the ARDL model is a more appropriate measure for a 

smaller sample size. As the size of our sample study is limited to 31 observations, it provides more moti-

vation to apply the ARDL approach to the analysis. 

In order to implement the boundary test approach, equations (10 and 11) are modeled in conditional 

ARDL-ECM as follows: 

ttttit

p

i

it

p

i

iit

p

i

it
Y

I
iLn

P

Y
Ln

Y

I
LniLn

P

Y
Ln

P

M
Ln  ++−+++−++= −−−−

=

−

=

−

=

 131211

1

1

11

0 )()()()()()()(            (10) 

tttt

p

i

iit

p

i

it iLncpLniLncpLn
Y

I
Ln  +−++−++= −−−

=

−

=

 12111

11

0 )()()()()(                                   (11) 

 

The first steps in the estimation consist of performing OLS on the conditional ECM and determining or 

selecting the optimal structure for the final ARDL specification by following a specific general approach 

which consists in selecting the best specification starting with an order of Delay and then excluding all 

variables that are not significant (Lin Hung-Pin, 2014). 

After determining the optimal structure for the ARDL specification of short-term dynamics, the next 

step is to test the existence of a long-term relationship between the variables involved in the equation 

above. This is done by conducting the null hypothesis of "non-cointegration" using an F-statistic for the joint 

meaning of the offset levels of the variables involved in the error correction model so that H0: π1 = π2 = π3 

= 0. According to Pesaran et al. (2001), the asymptotic distribution of the best non-standard F-statistic 

under the null hypothesis of the absence of level relation between the included variables, irrespective of 

whether the variables are I(0), I(1), Or mutually cointegrated. The decision rule is taken on the basis of F-

statistics. It is compared with the critical value tabulated by Pesaran et al. (2001). If the computed value 

of the F-statistic in the ECM is greater than the upper limit, a deduction can be made that there is a long-

term relationship between the variables without needing to know the order of integration of the variables. 

However, if the F-statistic is below the lower limit of the null hypothesis of absence of a long-term relation-

ship between the variables being analyzed cannot be rejected. If the computed F-statistic is within the 

critical value limits, the deduction is inconclusive and knowledge of the order of integration is necessary. 

When knowledge about the order of integration is obtained and it is found that all variables are I(1), this 

test is reduced to the test, with no cointegration so the null hypothesis means no cointegration. In this 

case, the decision rule is simplified as follows: if the F-statistic value is greater than the upper limit, we 

reject the null hypothesis; otherwise, we accept the null hypothesis. Therefore additional information that 

the order of integration of variables is I(1) suppresses an inconclusive region (Pesaran et al., 2001). 

 

 

3. ESTIMATION AND PRESENTATION OF RESULTS 
 

3.1 Stationarity test 

McKinnon (1973) suggested testing the complementary relationship between money and physical 

capital using Equations (1) and (3) for the stability tests related to the clearly expressed sequence de-

scribed by Dickey and Fuller’s (1981) unit root test which was developed and the results are presented in 

Table 1. 

 

 

 

 

 
Table 1. Unit Root Test Results 



 147 

 ADF Level  ADF First difference 

P

M
 

-2.285 

(0.9478) 

-1.725 

(0.4075) 

Y

I
 

-2.285 

(0.1832) 

-3.904 

(0.062) 

)( −i  
-2.825 

(0.0675) 

-5.983 

(0.0000) 
cp  -1.212 

(0.6547) 

-5.060 

(0.0004) 

Y  -0.109 

(0.9390) 

-3.106 

(0.0380) 

Asymptotic critical values 

1% -3.689194 -3.699871 

5% -2.971853 -2.976263 

10% -2.625121 -2.627420 

Source: Author’s estimate, Eviews 9.5 

 

 

According to the findings of Table 1, unit root test results were compiled in order to test the stability of 

the real deposit interest rate variable it seems to be stable in the original level (0). It is understood that 

real income, the ratio of income of investments and private sector credit to GDP ratio are stable in the first 

difference (I (1)). The results of the unit root tests for the next stage of data at different levels are deter-

mined as they have passed the limit stability test. In addition, after applying the ADF test for the unit root 

test, variables (d-π) and 
P

M are not integrated at order 1, thus the conditions for the validation of the co-

integration are not met. This is essential for the application of ARDL. 

 

 

3.2 Co-integration tests: ARDL Bounds 

The cointegration test under the bounds test procedure involves comparing the F-statistics with the 

critical values, which are generated for specific sample sizes. 

 

 

 
Table 2. ARDL Approach to Cointegration: Result of F-Test 

 Estimated F-statistic 95% Lower Bound 95% Upper Bound 

Money Demand Model 5,56 2,79 3,67 

Investment model 5,31 3,1 3,87 

Source: Author’s estimate, Eviews 9.5 

 

 

Table 2 shows that there is a long-term relationship between the variables since the estimated F-

statistics are above the upper 95% limit. Consequently, the null hypothesis of no cointegration between 

the variables is rejected again. 

 

 

3.3 Long and short-term estimation of the ARDL model 

After finding the long-term relationship between the variables, we proceed to the second step of the 

analysis. At this stage, we estimate the long-term and short-term coefficients. The results of our ARDL 

model are presented in Tables 5 and 6. 
Table 3. Money Demand model, ARDL (2,0,0,2) 
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Variable Coefficient Std. Error t-Statistic Prob.* 

M/P(-1) 1.319898 0.181321 7.279356 0.0000 

M/P(-2) -0.479148 0.170408 -2.811772 0.0108 

Y 0.025962 0.006152 4.219878 0.0004 

I/Y -0.770661 0.735426 -1.047910 0.3072 

(i-π) -0.551612 0.484335 -1.138906 0.2682 

(i-π)(-1) 0.799116 0.475935 1.679044 0.1087 

(i-π)(-2) -0.609207 0.419131 -1.453499 0.1616 

c -20.19265 18.77868 -1.075297 0.2950 

R-squared 0.998663 Adjusted R-squared 0.998195 

F-statistic 2133.832 Prob(F-statistic) 0.000000 

Source: Author’s estimate, Eviews 9.5 

 

 
Table 4. Investment model, ARDL (1,2,0) 

Variable Coefficient Std. Error t-Statistic Prob.* 

I/Y(-1) 0.689955 0.110098 6.266763 0.0000 

CP 0.039715 0.055262 0.718667 0.4799 

CP(-1) -0.044181 0.070396 -0.627611 0.5367 

CP(-2) -0.121057 0.047073 -2.571711 0.0174 

(i-π) 0.050921 0.081936 0.621470 0.5407 

C 14.91559 3.532148 4.222809 0.0004 

R-squared 0.815743 Adjusted R-squared 0.773866 

F-statistic 19.47968 Prob(F-statistic) 0.000000 

Source: Author’s estimate, Eviews 9.5 

 

 

The money demand model ECM-ARDL (2, 0, 0, 2) is selected based on the Akaike information criterion 

(Figure 2). 
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Figure 2. Akaike Information Criterion (AIC), Money Demand model  

Source: Author’s estimate, Eviews 9.5 
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The investment model ECM - ARDL (1, 2, 0) is selected based on the Akaike information criterion 

(Figure 3). 
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Figure 3. Akaike Information Criterion (AIC), Investment model Source: Author’s estimate, Eviews 9.5 

 

The parameters obtained in the framework of long-term money demand models according to the fore-

cast results from the long-term demand for money show an important positive and statistically significant 

relationship with income level.  

At the same time, negative and no significant correlation between the ratios of investment income and 

the demand for money shows that increases in the demand for money lead to a decrease in demand for 

physical capital. If we look at the results in the framework of an increase in investment in the domestic 

investment model it creates a negative impact on the volume of credit investments. Analysis results are 

evaluated in terms of the relationship between long-term investments with the private investment model, 

and real deposit rates are negative and statistically significant. It is also being noted that between Money 

Demand (M/P) and variable Y there is a positive direct relationship established at a significance level of 

1%. Also, research results show an inverse relationship within the investment model between (I/Y) and 

(cp) at a significance level of 5%. Regarding the relations between Money Demand (M/P), (I/Y) and (i-π), 

and between I/Y and (i-π), the validation tests show that there are no relationships between these varia-

bles. Consequently, the investment function is not verified by these findings, according to McKinnon's com-

plementarity hypothesis. Despite the increase in interest rates, the increase in the rate of investment in-

creases the demand for money in investments, contrary to what McKinnon anticipated as an increase. 

Their results, therefore, present a partial complementarity relationship between money and physical capi-

tal in Tunisia's economy. 

 

 
Table 5. Long-Term Coefficient Estimation Results 

Money Demand Model 

(Dependent variable: 
P

M ) 

Investment Model 

(Dependent variable: 
Y

I ) 

Y  
Y

I  )( −i  cp  )( −i  

0,163*** 

(10,755) 

-4,839 

(-1,112) 

-2,271 

(-0,402) 

-0,404** 

(-2,388) 

0,164 

(0,651) 

Note: t-statistics are calculated in parentheses. Level of significance are ***, **, *, namely 1, 5 and 10 %, respec-

tively 

Source: Author’s estimate, Eviews 9.5 
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The error correction model results estimated for the acquisition of short-term help the ARDL equation 

coefficients that are exhibited in Table 6. The error correction model (ECM) is used to confirm the existence 

of a stable long-term relationship and a cointegration relationship between the variables. Table 6 shows 

that the coefficient of the error correction term ECM(-1) is statistically significant with the expected nega-

tive sign. This confirms the existence of a stable long-term relationship between the variables.vIn addition, 

the error correction term (ECM(-1)), representing the speed of adjustment between the short and the long-

run periods, had a coefficient of - 0.223 and -0.317 of being statistically highly significant at 1% of the 

Money Demand Model and  Investment Model, respectively. The negative sign is an indicator of model 

consistency both in the short and long run, and the model actually converges to long-run equilibrium. 

 
Table 6. Error-Correction and Short-Run Estimates 

Money Demand Model 

Variable Coefficient Std. Error t-Statistic Prob. 

D(M/P(-1)) 0.351849 0.141273 2.490555 0.0217 

Y 0.000513 0.001311 0.391348 0.6997 

I/Y 0.005103 0.146973 0.034720 0.9726 

D(i-π) -0.509210 0.296885 -1.715176 0.1018 

D((i-π(-1)) 0.684632 0.311795 2.195775 0.0401 

ECM(-1) -0.223778 0.044969 -4.976288 0.0001 

Cointeq = M_P - (0.1630*PIB  -4.8393*INV  -2.2713*TIR  -126.7985) 

                      
Investment model  

Variable Coefficient Std. Error t-Statistic Prob. 

D(CP) 0.037982 0.051406 0.738875 0.4678 

D(CP(-1)) 0.128577 0.044530 2.887425 0.0085 

(i-π) 0.025518 0.057450 0.444173 0.6613 

ECM(-1) -0.317027 0.066159 -4.791920 0.0001 

Cointeq = INV - (-0.4049*CP + 0.1642*TIR + 48.1079 ) 

Source: Author’s estimate, Eviews 9.5 

 

 

Finally, the structural stability of the long-run and short-run relationships of both ARDL models (Money 

Demand Model and investment model) for the entire period is examined by the cumulative sum (CUSUM) 

and the cumulative sum of squares (CUSUMSQ) of the recursive residual test which proposed by (Brown 

et al, 1975). The null hypothesis of these tests is that the regression equation is correctly specified. These 

two tests are presented in Figures 4 and 5. The pair of straight lines in each figure indicates the 5 percent 

significant level and if the plotted CUSUM and SUSUMSQ graphs remain inside the straight lines the null 

hypothesis of the correct specification of the model can be accepted. Otherwise, the null hypothesis is 

rejected and it can be concluded that the regression equation is miss-specified. The two figures reveal that 

the plots of CUSUM and SUSUMSQ stay within the lines, and, therefore, this confirms that equations 10 

and 11 are correctly specified and stable. 
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Figure 4. Plotting of CUSUM Statistics for Stability Test 

Source: Author’s estimate, Eviews 9.5 
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Figure 5. Plotting of CUSUMSQ Statistics for Stability Test  

Source: Author’s estimate, Eviews 9.5 

 

 

CONCLUSION  

In the financial liberalization theory, an application of this theory for having different rates of growth 

performance for a country caused a question on neoclassical and endogenous growth theories. Different 

financial development levels for different countries seems to be the answer cited as a justification for neo-

classical economic thought for financial markets in relation to the technological changes and financial 

services innovations brought about by the demands advocated by the driving forces for financial develop-

ment.  

The financial liberalization process of applications follows as a result of increasing interest rates on 

investments in physical capital. Demand for money will encourage these predictions which are tested by 

investigating the relationship between interest rates and investment volume. As McKinnon also estab-

lished the complementarity hypothesis in this study for the relationship between money and physical cap-

ital, and to this end, we have tried to investigate the test limit and ARDL method for Tunisia’s economy. 

The Negative and significant relationships between the structures of money demand, according to the 

analysis result of the estimated money demand equation and the investment rate in a statistically signifi-

cant and positive interaction of presence are detected. The investment variable in the equation of invest-

ment rate and interest rate refers to a substituent relationship rather than complementarity. Based on the 
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results obtained in this direction from the period 1986-2015, there is a limited complementary relationship 

between money and physical capital in Tunisia’s economy for the reviewed period. 
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 Taxes are considered the primary source of state budget revenue, an essen-

tial tool for the State to regulate the macroeconomy, promote investment, 

control inflation, protect domestic production, guide production, and con-

sumption, and redistribute wealth and income in society. The general trend 

of the tax industry in all countries worldwide wants to improve the relationship 

between tax collectors and taxpayers from a confrontational relationship to 

a companion relationship to perform everyday tasks for the State. Besides, 

the Covid-19 pandemic has changed the world in thinking and management, 

production, distribution, consumption of resources, and social wealth. Thus, 

the paper's main objective is to study key factors affecting the tax compliance 

behavior of small and medium enterprises in Ho Chi Minh City (HCMC), Vi-

etnam. The research surveyed data from 800 taxpayers working at small and 

medium enterprises (SMEs) and used structural equation modeling (SEM) 

and SPSS 20.0, Amos software. The article finds seven factors affecting tax 

compliance behavior based on the context of the digital economy with a sig-

nificance level of 0.01, and seven hypotheses are accepted. The result of the 

article is to find out the factors that have a substantial impact on the tax 

compliance behavior of taxpayers as a scientific basis to propose practical 

tax collection management implications, primarily focusing on enhancing tax 

compliance of taxpayers and businesses and changing the tax compliance 

behavior of companies in the future. Finally, the study's novelty proposed rec-

ommendations to improve tax laws and policies to enhance taxpayers' tax 

compliance. 
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INTRODUCTION 

Vietnam is considered one of four countries in Southeast Asia with a remarkable improvement in the 

level of convenience in tax obligations. In 2021, businesses used the electronic tax declaration service; 

98.76% of enterprises use electronic tax payment services; 95.5% of enterprises experience using elec-

tronic tax refund services, achieving the goal that by 2020, at least 90% of enterprises will use electronic 

tax services. The business processes of quality management are gradually automated based on infor-

mation technology (IT) applications, especially those directly related to the taxpayers. Tax authorities have 

received and returned the results of settlement of administrative procedures of taxpayers by electronic 
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means during the implementation of tax obligations at all stages: tax registration, tax declaration, tax pay-

ment, and tax refund.  

A step-by-step approach to modern management requirements encourages and promotes taxpayers 

to comply with tax laws. There was automatic electronic communication between the national information 

system on business registration and the tax registration information system; effectively applying risk man-

agement methods in checking tax returns, settling tax refund dossiers, inspecting, inspecting monitoring 

taxpayer compliance based on IT application and taxpayer data sources (Ozili, 2020; Matarirano et al., 

2019). Besides, mechanisms have been established to classify taxpayers' tax debts and arrears as a basis 

for building and applying appropriate and effective tax debt collection measures. As a result, the total tax 

debt to total budget revenue has gradually decreased. Finally, this new study has been demanding to con-

tinue innovating tax administration activities towards comprehensive electronic tax management, based 

on restructuring simple tax administration. 

 

 

1. LITERATURE EMPIRICAL REVIEW 
 

1.1 The tax compliance (TT)  

The tax compliance of taxpayers had reflected in the complete, timely, and correct observance of the 

provisions of the tax law, namely the observance of the criteria of time, accuracy, honesty, and complete-

ness activities of tax registration, tax declaration, tax payment and other tax obligations of taxpayers (Ozili, 

2020; Matarirano et al., 2019). In short, taxpayer's tax compliance is the taxpayer's full observance of tax 

obligations following the law, including tax registration, tax declaration, tax calculation, tax payment, and 

tax payment activities that comply with other requirements on tax administration as prescribed by law 

(Hasan et al., 2014; Kim & Im, 2017). In the simplest terms, tax compliance is understood as the accurate 

reporting of income and expenses following the tax law provisions or the payment of tax debts by the tax 

law and accounting requirements. 

 

 

1.2 Operational characteristics of the enterprise (DD)  

Most enterprises carry out the production-business process and provide services to make a profit (Ba-

lakrishnan et al., 2018; Abdul-Razak & Adafula, 2013). Each type of business has its own characteristics. 

Still, there are also common characteristics having legality. When you want to establish a company, you 

must have a representative carry out the procedures, submit documents to the competent authority for 

business registration, and receive a registration license. When a business license is granted, an enterprise 

is recognized for its business activities, protected by law, and bound by relevant regulations (Fauziati & 

Kassim, 2018; Higgins et al., 2015). Organizational: Every enterprise has an operating organization, per-

sonnel structure, transaction office, separate assets, and legal status (Laguir et al., 2015; Graham & 

Tucker, 2006). Operational characteristics of enterprises have a substantial impact on tax compliance 

behavior. Thus, the authors gave hypothesis H1 below: 

Hypothesis H1: Operational characteristics of the enterprise affect taxpayers' tax compliance. 

 

 

1.3 Features of the tax authority (CQT) 

The tax office is a general term used to refer to the system of state management agencies in charge 

of taxation. A tax authority is a State agency competent to manage and collect taxes into the state budget. 

Accordingly, tax authorities include the general taxation department, specifically central tax agencies, Tax 

Departments, provincial tax authorities, central cities, the tax sub-department of the district tax office, and 

the city directly under the province (Aumeerun & Jugurnath, 2016; Chen et al., (2019). Tax authorities: 

Request taxpayers to provide information and documents related to the determination of tax obligations, 

numbers, and transaction contents of accounts opened at commercial banks or other credit institutions 

and explain tax calculation, tax return, and tax payment (Delgado et al., 2014; Frank et al., 2009). The 
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organization or individual is responsible for providing the information with the correct content, time limit, 

and address (Hamid et al., 2018; Inasius, 2013; Noor et al., 2010). The characteristics of the tax authority 

have a substantial impact on tax compliance behavior. Thus, the authors gave Hypothesis H2 below. 

Hypothesis H2: Features of the tax authority affect taxpayers' tax compliance. 

 

 

1.4 Legal factors, tax policy (PL) 

Tax policy is the most important macroeconomic policy for each country. Tax policy provides the pri-

mary source of revenue for the state budget, but through which the State can regulate the activities of the 

economy, improve social welfare and support economic growth (Rego & Wilson, 2012; Savitri, 2017). Be-

sides, tax compliance is the behavior of taxpayers to fulfill their tax obligations following the provisions of 

tax law (Wu et al., 2012; Vintila et al., 2018). Tax compliance will affect the development of both the tax 

system and the state budget. Research results have shown the factors affecting compliance with personal 

income tax: understanding of tax policy, perception of fairness of tax policy, and sense of compliance (Yinka 

& Uchenna, 2018; Salehi et al., 2019). Taxpayer's tax has a positive impact on tax compliance. This result 

can be used to develop solutions to improve people's voluntary tax compliance. Thus, the authors gave 

hypothesis H3 following: 

Hypothesis H3: Legal factors and tax policy affects taxpayers' tax compliance. 

 

 

1.5 Economic factors (KT) 

Factors of the economic environment that need to be assessed include monetary policy, fiscal policy, 

business cycle, growth rate, inflation, interest rates, and exchange rate. These factors significantly affect 

the operation and decision-making of enterprises. Specifically: Interest rates significantly impact capital 

costs and business expansion and development strategies (Mohanadas et al., 2018; Richardson et al., 

2016). The cost of exported goods and the price of imports. Inflation significantly affects salary costs and 

interest rates and makes businesses decide to increase selling prices or reduce costs and face difficulties 

with long-term debt repayments that increase when inflation occurs (Kraft, 2014; Kamleitner et al., 2012). 

The level of growth creates opportunities for businesses to grow. Therefore, economic factors strongly af-

fect tax compliance behavior. Thus, the authors propose the final hypothesis H4 follows: 

Hypothesis H4: Economic factors affect taxpayers' tax compliance. 

 

 

1.6 Social factors (XH) 

People live together to form a society, exist and develop as a social entity. No one can live inde-

pendently outside of relationships with others; Therefore, social relations are the foundation of human life. 

The social norm is a system of rules, requirements, and requirements of society for each individual or 

social group, which determines more or less precisely the nature, extent, and scope of the social norm 

(Ameyaw et al., 2015; Desai & Dharmapala, 2009). The limits of what is possible, what is allowed, what is 

not, or what must be done in each person's social behavior to strengthen and ensure social stability, main-

tain order, social discipline, and safety. Social norms and rules improve tax compliance behavior (Dyreng 

et al., 2018). Social norms represent individuals in that society perceiving how the most important people 

(relatives, friends, colleagues, business associates) to an individual believe. This benchmark can help in-

dividuals determine if tax compliance will gain the members' approval most vital to them. Thus, the authors 

gave hypotheses H5 following: 

Hypothesis H5: Social factors affecting taxpayers' tax compliance. 
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1.7 Psychological factors (TL) 

Tax evasion by other taxpayers. Wahl et al. (2010) studied tax evasion from the analysis of the psy-

chological costs of taxpayers. Psychological factors of taxpayers have a substantial impact on tax compli-

ance behavior. Guenther et al. (2016) found that social norms of tax compliance positively affect tax com-

pliance behavior as measured by other taxpayers' tax compliance perceptions and information on tax com-

pliance. The model (Molero and Pujol, 2012) added some non-economic factors, such as reputation, to 

show the relationship between tax compliance and tax awareness. Wenzel (2002) assumed that ethical 

taxpayers will not intend to cheat on taxes even if they know that a clear economic benefit can be obtained. 

Wu et al. (2012) argued that governments can consider detection and punishment a reasonable starting 

point to encourage tax compliance. What is needed is a multi-dimensional approach that emphasizes en-

forcement and rewards for better tax compliance (Yinka & Uchenna, 2018; Matarirano et al., 2019). Thus, 

the authors gave hypotheses H6 following: 

Hypothesis H6: Psychological factors affecting taxpayers' tax compliance. 

 

 

1.8 E-commerce activities (TMDT) 

E-commerce businesses, under the direct management of tax authorities, are currently declaring and 

paying taxes according to regulations. Most of the remaining organizations and individuals earning income 

from e-transactions have not yet voluntarily announced and paid related taxes. Every year, the State loses 

a significant source of budget revenue from these taxes, and this loss will be larger and larger as e-com-

merce transactions develop more strongly (Savitri, 2017; Hamid et al., 2018). With the current speed of 

internet development, e-commerce activities will increase, leading to more diverse and complex forms of 

e-commerce business. If the tax authorities do not catch up and take appropriate management measures, 

they will not be able to manage enterprises, creating inequality in the business environment and losing 

ample tax space, especially in complex contexts (Scupola, 2003). Thus, the authors gave hypotheses H7 

following: 

Hypothesis H7: E-commerce activities affect taxpayers' tax compliance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1. A research model for factors affecting tax compliance behavior of small and medium enterprises based on 

E-commerce development  

Source: authors' proposed 
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Tax administration for e-commerce activities is a complex problem for tax authorities and a challenge 

for cross-border e-transactions. Figure 1 shows seven factors affecting the tax compliance behavior of 

small and medium enterprises based on E-commerce development in HCMC, Vietnam. This factor is new 

in the research model. The authors have found the research below. 

 

 

2. METHODOLOGY AND DATA 

Tax, the directors and tax accountants of the enterprise, and tax agency staff to check and preliminary 

assess the suitability of the variables in the research model. The authors first conduct a qualitative study 

on the above research hypotheses by conducting interviews with policymakers' tax experts. In the process 

of in-depth interviews, there may be suggestions to add or exclude some variables to suit the scope and 

research circumstances to ensure the appropriateness of the research hypotheses (Hair et al., 2021).  

The authors propose a research model and research hypotheses from the review and qualitative re-

search results. To be able to test these hypotheses, the authors distributed questionnaires to survey and 

investigate on a large scale through the distribution of questionnaires to small and medium-sized enter-

prises in HCMC, then analyzed the data to see if there is evidence to support the research hypotheses 

(Hair et al., 2021). After the qualitative research step, with the research model adjusted to be more suita-

ble, the author conducts quantitative research by distributing questionnaires on the research sample to 

test the research model and hypothesis research theory. The authors designed to collect the assessment 

of taxpayers about seven influencing factors affecting tax compliance behavior of small and medium en-

terprises based on E-commerce development. All questions in part of the questionnaire had arranged on 

a scale of 1 to 5 (5-point Likert scale), showing the increasing level of agreement of the respondents to the 

issue of the author's business interview. The specific meanings are as follows: (1) disagree. (2) Disagree. 

(3) Normal. (4) Agree. (5) agree (Hair et al., 2021).  

Interviewees are taxpayers representing businesses. The purpose is to find the subjects who are actu-

ally doing taxes and paying taxes. Taxpayers are notified of the survey one week in advance. The objective 

is to keep the participants' emotional stability and severe attitude in answering the questionnaire. The 

person to whom the ballot is distributed is free to respond or not respond at all. This helps to increase the 

effectiveness of the survey. 

Methods of Selecting research samples: There are two main research sampling methods: random and 

non-random, and the non-random sampling method is more commonly used. The authors used a conven-

ient non-random sampling method for their research. The research sample is 800 taxpayers representing 

800 small and medium enterprises in HCMC. Collected data with a sample size of at least five models on 

an observed variable. In this study, the total number of observed variables is 31, so based on the tech-

nique, the minimum number of enterprises needed to achieve this study is 31 x 5 = 155 (Hair et al., 2021). 
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Identify 

research 

problem 
→ 

Research goal 

Identify key factors affecting tax compliance behavior of small and medium enterprises based on E-

commerce development. 

  

Qualitative 

research 

 

 
Review the relevant theoretical  

Domestic and foreign research related to the tax compliance behavior of small and medium enterprises. 

 
Qualitative research 

- The authors discussed the proposed research model with 31 managers paying taxes and consulted 

experts working in public universities in HCMC, Vietnam. 

- The authors develop a discussion outline and conduct in-depth interviews with 21 experts in tax 

management of tax authority. 

- The authors analyze and discuss survey results, compared with previous studies related to the tax 

compliance behavior of SMEs and discover the factors and test the hipothesis from the results. 

  

Quantitative 

research 

 Quantitative research 

- The authors plan to investigate for the study is 800 samples from January 2022 to March 2022 in HCMC, 

Vietnam. The sampling method is convenient and mailed to each individual involved in the tax 

administration of 800 taxpayers, but 760 samples were processed. 

 - Measure the level of impact of factors by SEM model. 

 - Check the goodness of fit of the model and GFI, AGFI, CFI, NFI with a value > 0.9 is considered a good fit 

 
Authors discuss results and recommendations 

The authors propose management implications to enhance the tax compliance behavior of small and me-

dium enterprises based on E-commerce development in HCMC, Vietnam. 

Figure 2. A research process for factors affecting tax compliance behavior of small and medium enterprises based 

on E-commerce development  

Source: Authors' proposed 

 

 

3. EMPIRICAL RESULTS 
 

3.1 Analysis of descriptive statistics and Cronbach's alpha for factors affecting the  

       tax compliance behavior of small and medium enterprises in HCMC, Vietnam 
 

 
Table 1. Testing descriptive statistics and Cronbach's alpha for the tax compliance  

Code Items 
Cronbach's 

alpha 
Mean 

Std.  

Deviation 

 The tax compliance (TT) 0.938 - - 

TT1 
Enterprises make tax registration entirely, accurately, 

and on time 
0.926 3.3987 0.95774 

TT2 
Enterprises submit accurate, complete, and timely 

tax declarations 
0.881 3.3118 0.97606 

TT3 
Enterprises pay taxes correctly, thoroughly, and on 

time according to the provisions of tax law 
0.923 3.2724 0.98515 

Source: Authors collected and processed from SPSS 20.0 
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Table 2. Testing descriptive statistics and Cronbach's alpha for factors of the tax compliance  

Code Items Cronbach's alpha Mean 
Std.  

Deviation 

Operational characteristics of the enterprise (DD) 0.883 - - 

DD1 

Type of ownership and model of production and 

business organization (individuals, limited compa-

nies, joint-stock companies ...) 

0.852 2.3408 0.65611 

DD2 Size of business and business lines 0.820 2.3934 0.62382 

DD3 Time (senior) of operation 0.879 2.3816 0.65872 

DD4 
Tax knowledge and tax compliance skills of tax-

payers 
0.848 2.4118 0.68110 

Features of the tax authority (CQT) 0.956 - - 

CQT1 Administrative procedures of tax authorities 0.939 3.0303 0.99425 

CQT2 Tax inspection and examination by tax authorities 0.951 3.0342 1.00007 

CQT3 Tax law support, propaganda, and education ac-

tivities by tax authorities 
0.947 3.0763 0.96553 

CQT4 Competence and professional qualifications of 

tax officials 
0.931 3.0632 0.99602 

Legal factors, tax policy (PL) 0.857 - - 

PL1 
Synchronicity, clarity, simplicity, ease of under-

standing, transparency, and fairness 
0.805 3.3816 0.87518 

PL2 Stability and predictability 0.814 3.4974 0.96034 

PL3 
The rigor, the few exceptions, the loopholes in the 

legal tax system 
0.849 3.3000 0.96963 

PL4 Sanctions for tax non-compliance 0.803 3.3592 0.89276 

Economic factors (KT) 0.902 - - 

KT1 Market interest rate 0.894 2.3434 0.65272 

KT2 Inflation and economic growth 0.871 2.3671 0.63139 

KT3 
Tax compliance costs (money and time spent on 

tax compliance) 
0.896 2.3776 0.65800 

KT4 Tax rate/tax rate 0.863 2.3882 0.68148 

KT5 Penalties for violating tax laws 0.876 2.4066 0.71070 

Social factors (XH) 0.942 - - 

XH1 Social norms and rules (Tax culture) 0.922 3.3908 0.94439 

XH2 
Public opinion, reputation, position, and role of 

enterprises in the social community 
0.886 3.3184 0.95962 

XH3 
Relationship between taxpayers/business man-

agers/tax agents and tax authorities 
0.937 3.2447 1.01015 

Psychological factors (TL) 0.955 - - 

TL1 

Perceptions of taxpayers (individual taxpayers, 

business owners, tax declaration managers) 

about tax fairness 

0.940 3.0658 0.99054 

TL2 Taxpayer's attitude toward the risk of tax evasion 0.953 3.0526 1.01107 

TL3 
Taxpayers' perception of corruption of local tax of-

ficials 
0.944 3.1026 0.96445 

TL4 Taxpayers' confidence in government spending 0.928 3.0961 0.97936 

 E-commerce activities (TMDT) 0.948 - - 

TMDT1 E-commerce form 0.923 3.0237 0.98979 

TMDT2 Size of e-commerce transaction 0.935 3.0197 0.99849 

TMDT3 Payment methods in e-commerce transactions 0.943 3.0684 0.96612 

TMDT4 
The role of e-commerce platforms in tax admin-

istration 
0.927 3.0211 1.02258 

Source: Authors collected and processed from SPSS 20.0 

 

 

The assurance has good quality, meets the requirements, is accepted, and is used for exploratory 

factor analysis. Table 1 & 2 show that all Cronbach's alpha for factors affecting the tax compliance behavior 
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of small and medium enterprises in HCMC, Vietnam is higher than 0.6. The results of testing the reliability 

of the scale, including 7 independent factors and 1 dependent factor, show that: the operational charac-

teristics of the enterprise (DD), features of the tax authority (CQT), legal factors, tax policy (PL), economic 

factors (KT), social factors (XH), Psychological factors (TL) and E-commerce activities (TMDT). 

 

 

3.2 Testing critical factors affecting the tax compliance behavior of small and  

       medium enterprises in HCMC, Vietnam 
 

 
Table 3. Testing factors affecting the tax compliance behavior of small and medium enterprises  

Relationships Standardized Estimate S.E C.R P Result 

TT <--- DD 0.211 0.058 3.664 *** Accepted H1 

TT <--- KT 0.154 0.058 2.634 0.008 Accepted H4 

TT <--- XH 0.091 0.033 2.771 0.006 Accepted H5 

TT <--- CQT 0.095 0.027 3.445 *** Accepted H2 

TT <--- PL 0.193 0.035 5.498 *** Accepted H3 

TT <--- TL 0.484 0.031 15.553 *** Accepted H6 

TT <--- TMDT 0.112 0.032 3.533 *** Accepted H7 

Source: Authors collected and processed from SPSS 20.0 

 

 

Besides, the benefits of e-commerce activities are opportunities for expanding markets and 

distribution channels for businesses operating in each country. However, there are also challenges for tax 

authorities in e-commerce tax management. Table 3 shows seven factors affecting the tax compliance 

behavior of small and medium enterprises in HCMC, Vietnam, with a significance level of 0.01.  
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Figure 2. Testing research model for factors affecting the tax compliance behavior of small and medium enterprises 

in HCMC, Vietnam 

Source: Authors collected and processed from SPSS 20.0, Amos 

 

 

Figure 2 showed that the assessment the factors affecting the tax compliance behavior of small and 

medium enterprises in HCMC, Vietnam: CMIN/DF = 2.897 (<5.0), GFI = 0.916 (>0.800), TLI = 0.959 

(>0.900), CFI = 0.966 (> 0.900) and RMSEA = 0.050 (<0.08). The article aims to determine the factors 

affecting the tax compliance behavior of small and medium enterprises in HCMC, Vietnam, especially the 

e-commerce element. 
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Table 3. Testing Bootstrap for factors affecting the tax compliance behavior of small and medium enterprises in 

HCMC, Vietnam 

Parameter SE SE-SE Mean Bias SE-Bias 

TT <--- DD 0.070 0.001 0.191 -0.020 0.001 

TT <--- KT 0.059 0.001 0.149 -0.005 0.001 

TT <--- XH 0.048 0.000 0.085 -0.006 0.001 

TT <--- CQT 0.026 0.000 0.089 -0.006 0.000 

TT <--- PL 0.043 0.000 0.183 -0.009 0.001 

TT <--- TL 0.045 0.000 0.485 0.001 0.001 

TT <--- TMDT 0.035 0.000 0.112 0.000 0.000 

Source: Authors collected and processed from SPSS 20.0, Amos  

 

 

Table 3 shows that testing Bootstrap with 5000 samples for factors affecting the tax compliance 

behavior of small and medium enterprises in HCMC, Vietnam, with a significance level of 0.01. 

 

 

3.3 Result discussion 

Through the study, there are 7 factors affecting the tax compliance behavior of small and medium 

enterprises in HCMC, Vietnam. The authors make the following discussions: (1) strengthen inspection and 

examination of people's compliance with tax laws to promptly detect tax avoidance, tax evasion, and tax 

fraud cases. At the same time, research and issue appropriate adjustment regulations for the field of 

personal income tax for income-generating activities. (2) strictly handle cases of non-compliance with tax. 

The detection and handling of frauds, tax evasion, tax debt in general, and personal income tax, in 

particular, is minimal. Very few cases have been handled. 

The promulgation of regulations on tax (tax rates, fairness of personal income tax for individuals' 

income sources in society, etc.) through researching, considering, and soliciting opinions of both the 

political system and the masses. Therefore, applying strong-handed sanctions for tax evasion and tax debt 

cases is necessary to set an example and deter and correct people to better comply with taxes. (3) 

strengthen the propaganda of tax regulations in general, the rationality of tax rates, and the fairness of tax 

according to current regulations. 

However, each individual's level of understanding and awareness in this field may differ. Therefore, it 

is necessary to strengthen the propaganda of tax regulations in general, the rationality of tax rates, and 

the fairness of tax according to current rules so that people can adequately perceive and increase the level 

of income tax understanding about taxes... from there, have a more correct perspective and view on tax 

compliance. In addition, relevant agencies should study, consider, and promptly amend and supplement 

personal income tax management regulations following the actual situation so that people can adequately 

observe and comply with tax laws. 

To strictly manage e-commerce business activities, the functional forces will continue to review the 

system of legal documents related to licensing, inspection, examination, and handling activities in e-

commerce. Thereby promptly detect inadequacies, loopholes, and overlaps to unify recommendations and 

propose competent agencies to amend, supplement or issue new legal documents related to the field of 

law for the e-commerce sector. 

 

 

CONCLUSIONS 

The research results show that the paper has presented the legal basis for the tax authority's 

assessment of the taxpayer's tax compliance activities. Next, the authors present the survey results on 

SMEs' past tax compliance behavior, which is very good. At the same time, explore the regression 

relationship between the independent and dependent variables through the research model. Scales and 
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models are suitable for hypothesis testing. The authors tested the reliability of the scales by analyzing 

Cronbach Alpha, EFA, and CFA. With data put into processing, 760 samples related to taxpayers. The 

results showed that the study aims to determine seven factors affecting tax compliance behavior in small 

and medium enterprises in HCMC, Vietnam, with a significance level of 0.01. However, during the research 

and evaluation process, there may be many other factors affecting tax compliance behavior that the 

authors have not fully assessed in the study, and the sample size is not representative of all provinces and 

cities of Vietnam. It is possible that this is a defective factor and is the basis for proposing further research 

directions. 
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 The essence of institutional housing and communal reforms is to change the 

elements of the institutional system, which can be carried out through legal 

coercion by the state or with the active participation of economic agents. The 

development of theoretical and methodological approaches to substantiate 

the mechanisms for creating an appropriate innovative environment and 

stimulating the innovative activity of enterprises in the housing and commu-

nal services, including the construction industry, is carried out to a large ex-

tent on the basis of the modernization of investment policy, taking into ac-

count the economic, geographical, social, environmental and other features 

that make up the economic space of a country or region. In this connection, 

the new generation of housing and communal services at the present stage 

faces the task of increasing the comfort of living for the population, taking 

into account regional characteristics and existing trends in design based on 

the use of new technologies or the so-called green economy - green innova-

tions. The purpose of the study is an economic analysis of the current state 

of the housing and communal services of the Republic of Kazakhstan, taking 

into account the influence of foreign experience and the identification of fac-

tors affecting the environment during the construction of facilities. 
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INTRODUCTION 

The construction industry of a new generation at the present stage is faced with the task of increasing 

the comfort of living for the population, taking into account regional characteristics and existing trends in 

design. At the same time, an integrated approach is needed to the formation of a socially oriented archi-

tectural environment in a sharply continental climate in the structure of the city, which contributes to the 

formation of a comfortable urban environment and the improvement of the ecological situation, which, in 

the end, will lead to a balance of wildlife and human activity. The formation of a favorable architectural 

environment in the urban structure will ensure the social orientation of large cities and will contribute to 

the implementation of the trend to improve the quality of life of the population. Of course, when designing 

and building residential complexes and buildings, it is necessary to comply with technical regulations that 

regulate the construction industry and safety during commissioning. Since non-compliance with technical 

norms and rules during construction can lead to adverse consequences. 

An analysis of the development of housing construction and the features of modern program-targeted 

management of the formation of an affordable housing market in Kazakhstan showed that attention is 

paid to this issue in the republic, housing programs are being implemented, there is a positive trend in the 

growth of housing commissioning, but more attention should be paid to new technologies in construction 

aimed at on the protection and protection of the environment, considering the building as a single complex 

complex, selecting the most appropriate and progressive solutions that meet the requirements of energy 

efficiency, resource saving, using materials and equipment that meet environmental safety requirements. 

In this regard, the development of "green" construction is important for Kazakhstan as a state that has 

embarked on the path of environmentally friendly and highly efficient development. Obviously, without the 

use of "green" construction technologies, it is impossible to implement any of the "green" programs 

adopted by Kazakhstan and, in particular, the Concept for the country's transition to a "green" economy, 

the Energy Saving - 2020 program, the initiative of the President "Partnership Program" Green bridge". 

 

 

1. LITERATURE REVIEW 

Today, only two countries around the world are developing their own BIM standards - England and the 

United States of America, others comply with their developments. By far, the most complete standard 

among all is the US National Standard (NBIMS) BIM v 3.0. The UK standards are not as perfect as the US 

family of standards, and include their own take on some of the fundamental BIM forms. G. Astratova and A. 

Zlokazova (2018) considers the issue of housing and communal services not only as an economic category, but also 

as a resource of public administration. The authors show that the housing and communal services market is one of 

the components of ensuring the quality of life of the population. The need to develop professional standards 

should become part of a systematic approach to solving existing issues of industry development, where 

the state should not only provide regulatory and methodological support, but also act as an official cus-

tomer of specialists for the industry. 

According to S. Yekimov and V. Nianko (2021), and M. Sitek (2016) among the main reasons hindering 

the development of the housing and communal complex are physically and morally obsolete material and 

technical base, inefficient management structure and a significant share of state ownership. The lack of 

proper control over the tariff policy and the high cost of production necessitate the search for new ap-

proaches to solving problems related to the functioning of the housing and communal services. Attracting 

private investors to the housing and communal sector reduces the financial burden on the budget, and 

also makes it possible to make enterprises that are part of the housing and communal services profitable 

and ensure the provision of public services of adequate quality (Abdullahi et al., 2022). The transfer of the 

use of housing and communal services to concession management is a fairly effective form of public-

private cooperation in this area. 

The international experience of reforming the housing and communal services is considered, where 

the main scientific and methodological approaches to the systemic transformation of the housing sector 

are analyzed, the main models of reform are indicated, the interaction of participants in the process of 

structural changes is characterized in terms of their commercial and social significance, advantages and 
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disadvantages are identified, model elements of reformist transformations in terms of the formation of 

investment attractiveness, competitiveness, energy efficiency and social significance of the events (Yan et 

al., 2020; Stanczyk-Hugiet & Stanczyk, 2020). The essence of institutional housing and communal reforms 

is to change the elements of the institutional system, which can be carried out through legal coercion by 

the state (on a centralized basis) or with the active participation of economic agents (decentralized). 

The main goal is to minimize transaction costs and solve the problem of externalities. Differences in 

the level of economic development, industrialization and innovation of the economic system predeter-

mined several scientific and methodological approaches to the systemic transformation of the housing 

sector. When designing and building residential complexes and buildings, it is necessary to comply with 

technical regulations that regulate the construction industry and safety during commissioning. Since non-

compliance with technical norms and rules during construction can lead to adverse consequences. In order 

to start adapting European standards for important buildings and infrastructures to the effects of climate 

change, the expected changes in climate load according to P. Croce et al. (2018), should be evaluated 

from the point of view of the concept of Eurocodes for the characteristic values of variable climatic influ-

ences. 

Numerous user guides have been developed in recent years to reduce future damage to buildings and 

infrastructure, and to prepare society for future climate challenges. Å.L. Haug, et al. (2017) and M. Urban-

ski et al., (2019) present an overview and analysis of the characteristics of existing guidelines for adapting 

the built environment to changing climatic conditions. According to M.Roders and A. Straub, housing com-

panies must constantly adapt their building stock to keep pace with dynamic changes. Housing associa-

tions have a strong interest and responsibility in managing the social housing stock and maintaining the 

quality of life, but they seem to be hardly aware of the challenges they face in adapting their housing stock 

to the effects of climate change (Roders and Straub, 2015) 
 

 

2. METHODOLOGY 

The construction industry in Kazakhstan is actively developing: new territorial entities appear (Turke-

stan region), state programs are being implemented to provide the population with housing. Housing con-

struction and modernization of the housing stock contribute to an increase in the rate of economic growth, 

and the maintenance and service of the housing sector is a factor stabilizing the market situation, since 

the costs for these purposes are practically inelastic, they do not undergo noticeable changes depending 

on changes in the economic situation in the country. Construction is a "horizontal" industry serving all other 

industries. Construction interacts with all sectors of the economy, since the creation of assets in them 

always includes, among other things, the creation of buildings and structures. 

 

 

Figure 1. Volume of completed construction works, billion tenge 

Source: compiled by the authors according to data of JSC «Samruk-Kazyna Construction» 
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The problem of ensuring the availability of comfortable housing for the population of Kazakhstan has 

always been in the center of attention of the state, since among the basic needs of people, housing is the 

main element that characterizes the quality of life. The volume of construction and installation works in 

January-March 2021 increased by 7.4% compared to January-March 2020 and amounted to 443.1 billion 

tenge. The volume of construction work on capital repairs increased by 54.7% compared to the correspond-

ing period last year, and on current repairs increased by 69.9% (Figure 1). The largest volume of the total 

volume of construction work in the republic was performed by private individuals 85.26%, foreign - 14.72%, 

state - 0.02%. 

In the context of the regions of the Republic, an increase in the volume of construction work was 

observed in all regions of the Republic of Kazakhstan, except for Mangystau and Zapardno-Kazakhstan 

regions, in which the volume of construction work decreased by 33.9% and 0.9%, respectively, compared 

to the same period last year. A significant increase in construction work occurred in the Turkestan region 

(2.6 times), North Kazakhstan (54.8%), Almaty (44.7%), Kyzylorda region (43%), Akmola region (33.8% ), 

Kostanay (19.8%), Shymkent (17.2%). In Nur-Sultan, the volume of construction work in January-March 

2021 amounted to 573.5 billion tenge (an increase of 5.4% compared to the same period in 2020). The 

volume of construction work by types of facilities under construction in January-March 2021 amounted to: 

- for residential buildings 20.7% of the total volume of facilities under construction or 106.5 billion tenge; 

- for non-residential buildings - 34% or 174.8 billion tenge; 

- for facilities - 45.3% or 232.9 billion tenge. 

The volume of investment in housing construction has increased compared to January-March 2020. 

In January-March 2021, 377.5 billion tenge was allocated to housing construction, which is 34% more 

than in January-March 2020 (Figure 2). 

 

 

Figure 2. Investments in housing construction, million tenge 

Source: compiled by the authors according to data of JSC «Samruk-Kazyna Construction» 

 

 

In Nur-Sultan - 89.7 billion tenge (more by 94.6% of the same period last year), 79.3 billion tenge was 

sent to Almaty (more by 22.4% of the same period last year), and in Shymkent - 11.6 billion tenge (60.9% 

more than the same period last year - Figure 3). 
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Figure 3. Share of regions in total investment in housing construction, in % 

Source: compiled by the authors according to data of JSC «Samruk-Kazyna Construction» 

 

 

The largest share in the total volume of investments in housing construction is still retained by the 

cities of Nur-Sultan and Almaty (23.8% and 21%, respectively). Sources of investment in housing construc-

tion. In the structure of investments in housing construction in Kazakhstan for the reporting period of 2021, 

the main share (82.3%) remains with the own funds of developers and the population. The share of funds 

allocated from the budget increased - 12.4% against 11.2% in the same period in 2020. The share of funds 

allocated by banks for housing construction decreased - 1.1% against 2.5% last year. Other borrowed funds 

(except bank loans) in the reporting period increased slightly compared to the same period last year - 4.2% 

against 4.1%. In Nur-Sultan, the share of other borrowed funds (except for bank loans) amounted to 8.3%, 

bank loans 0.2%, own and budgetary funds amounted to 88.6% and 3%, respectively. In Almaty, invest-

ments at the expense of the population’s own funds and bank loans in the reporting period of 2021 

amounted to 80.3% and 3.9%, respectively. The share of budget funds and other borrowed funds in the 

reporting period amounted to 6.6% and 9.3%, respectively. In Shymkent, the share of other borrowed funds 

(except for bank loans) amounted to 8.8%, own and budgetary funds amounted to 66.5% and 24.7%, 

respectively (Figure 4). 

 

 

Figure 4. Sources of financing investments in housing construction, % 

Source: compiled by the authors according to data of JSC «Samruk-Kazyna Construction» 
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3. RESULTS AND DISCUSSION 

According to this development trend, we see that every year there is an increase in the level of activity 

in the field of innovation, respectively, the number of innovation-active enterprises increases. To determine 

the forecast values of the indicator "The level of innovative activity of enterprises %" for 2022-2024. a 

trend model was built, during which the following steps were performed: 

− Checking the time series for anomalous observations. For this, the Irwin criterion was used (Table 1). 

 

 
Table 1. Checking for anomalous observations in a time series 

Year 
The level of innovative activity 

of enterprises, % 

Observed value of the 

Irwin criterion 
Calculation formulas 

2010 4,3  

Observed value of the Irwin crite-

rion 11,2,
1

=
−

=
−

t
yy

y

tt

t


  

 

Critical value of the Irwin criterion 

5,105,0 =  

2011 5,7 0,618 

2012 5,7 0,000 

2013 8,0 1,016 

2014 8,1 0,044 

2015 8,1 0,000 

2016 9,3 0,530 

2017 9,6 0,132 

2018 10,6 0,442 

2019 11,3 0,309 

2020 11,5 0,088 

Source: compiled by the authors http://www.stat.gov.kz 

 

 

The initial time series with a probability of 95% does not contain anomalous observations, since all 

observed values of the Irwin criterion are less than the critical value. 

− Using the criteria of "ascending" and "descending" series, it was found that the considered time series 

contains a trend component (Table 2). 
 

 

Table 2. Checking for a Trend 

General view of the criterion of "ascending" and "descending" 

series 

(violation of at least one inequality is sufficient for a trend to exist) 

Estimated values 

with a chance of error

0975,005,0    

( ) 






 −
−

−


90

2916
96,1

3

12 nn
n  1 < 4 

( ) nKK 0max   10 > 5 

Source: compiled by the authors 

 

− Approximation of the initial data was performed using a polynomial of the first degree: 

tt taay ++= 10 ,                                                                           
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The parameters of the selected growth curve were estimated using the least squares method. As a 

result, the following trend model was obtained: 

tyt 705,0155,4 +=

  

− The evaluation of the quality of the obtained model was carried out in two directions: verification of the 

adequacy and evaluation of the accuracy of the model. 

 

To test the adequacy of the model, a number of residuals were examined, i.e. discrepancy between 

the levels calculated by the model and actual observations. The most important properties of the residual 

component are: the equality of the mathematical expectation to zero, the randomness of the residuals and 

their compliance with the normal distribution law. The results of the analysis of a number of residuals in 

order to check the model for adequacy are shown in Table 3. 

 

 
Table 3. Checking the adequacy of the model 

Property under test 

Used statistics  

The border 

 

Conclusion Name, calculation formula Received value 

Accident 

Criterion of "peaks" (turning points)

( ) 






 −
−−

90

2916
96,12

3

2 n
np  7 > 3 3 Adequate 

Normality 

RS- criterion 

S

ee
RS minmax −=  

3,64 2,80-3,91 Adequate 

Equality of the mathe-

matical expectation of 

the levels of a series 

of residues to zero 

t- Student statistics 

n
S

e
tobserv =..

 
0 2,23 Adequate 

Source: compiled by the authors 

 

 
To assess the accuracy of the model, the average relative approximation error was calculated: 
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a value that indicates a sufficient level of model accuracy. Thus, the model is qualitative and can be used 

for forecasting. 

− To calculate the point forecast, the corresponding values of the variable were substituted into the con-

structed model. To build an interval forecast, a confidence interval was determined at a significance 

level
 

05,0= .  

The results of building point and interval forecasts for 2022-2024 are presented in Table 4. 

 

Table 4. Point and interval forecasts of the level of innovative activity of enterprises for 2022-2024 

Year Point forecast, % 
Interval forecast, % 

Max Min 

2022 13,314 11,917 14,711 

2023 14,018 12,560 15,476 

2024 14,723 13,199 16,246 

Source: compiled by the authors 
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Thus, for the furt her development of high-tech industries in the construction industry, it is necessary 

to create an effective management structure, the activities of which should be subordinated to the imple-

mentation of a completely new applied task - the development of innovations, taking into account environ-

mental factors. The latter is aimed at transforming ideas into concrete innovative products. The develop-

ment of innovations is possible only if there are integrated production structures aimed at implementing 

the innovation process. At the same time, the innovation process determines the emergence of a new 

innovative technology. 

 

 

CONCLUSION 

Currently, in most developed countries, the state direction of development is associated with the for-

mation of a "green" economy and the concept of sustainable development M. Guerrero and D. Urbano 

(2019b). The use of innovations cannot be only a private problem of a particular enterprise or region, it is 

increasingly acquiring a public character (Acs et al. 2017; Suchacek et al., 2018). This concept is based 

on a harmonious combination of environmental, economic and social factors. At the same time, the prior-

ities of the development of society are built from environmental restrictions through a fair distribution of 

public resources to the effectiveness of economic development. 

Traditional building methods have always played an important role in the housing sector. They can be 

effective for small, complex buildings, as well as for the repetition and restoration of historic buildings. 

However, prefabrication has the potential to lead us into a new era of more sustainable and cheaper hous-

ing. Digital technologies open up unprecedented opportunities to provide comfortable and affordable hous-

ing for an ever-growing world population. Studies have shown that the development of innovative pro-

cesses reflects the general state of the economy and is due to socio-economic changes. The main back-

ground of these changes is associated with the formation of a new entrepreneurial culture, as well as the 

order and methods of coordination and interaction between the subjects of innovation. 

Thus, without the introduction of innovations in the housing and communal services enterprises, fur-

ther adherence to the sustainable development roadmap will be impossible. Therefore, it seems appropri-

ate to develop organizational and methodological foundations for assessing the environmental and inno-

vative activity of economic entities in order to ensure their sustainable economic development, taking into 

account the fact that the level of innovative activity of enterprises in the regions of Kazakhstan is increasing 

every year, as evidenced by the analysis carried out on the basis of a trend forecasting model and mode-

ling. 
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 The concept of strategic entrepreneurship predicts that the integration of op-

portunity and profit-seeking behavior will lead to innovation. Countries that 

implement effective innovation policies and appropriate support measures 

demonstrate a high level of economic development, in which small and me-

dium-sized businesses play an important role. Therefore, it is advisable to 

develop existing principles, methods and strategies for organizing innovation 

activities aimed at strengthening the market positions of enterprises, contrib-

uting to meeting the requirements of the consumer market and ensuring mu-

tually beneficial cooperation between business partners. The authors formu-

lated conclusions and recommendations for improving the assessment of the 

effectiveness of the innovative development of small and medium-sized busi-

nesses by summarizing foreign experience and, based on the trend model, 

extrapolated forecasting of the indicator "Enterprises with innovations" for 

2022-2024. in order to determine the further development of the number of 

innovative and active enterprises of the Republic of Kazakhstan. 
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INTRODUCTION 

Entrepreneurship as a complex economic and social phenomenon has a long path of historical development 

and, at the same time, the characteristic features of the corresponding era are imprinted at each stage. Small and 

medium-sized enterprises (SMEs) are an integral element of the modern market economy system, without which the 
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economy and society as a whole cannot exist and develop normally. Small business solves the problems of employ-

ment and provision of the population with consumer goods, promotes the expansion of competition, stimulates inno-

vation. 

 

 

1. LITERATURE REVIEW 

World examples show that in countries with a post-industrial economic system, entrepreneurship in SMEs has 

had a great impact on the development of the national economy, solved social problems and increased the number 

of employed people. In some industries, SMEs play a leading role in terms of the number of employees, the volume 

of production and sales, the volume of work performed and the services provided. Therefore, the issue of state sup-

port for SMEs is currently the most relevant. Table 1 lists the main organizations that regulate and support small and 

medium-sized businesses in the developed countries of the world (Zamyatkin, 2019, p. 202) 

Quite a few authors consider the development of SMEs based on foreign experience. Some foreign authors be-

lieve that the five countries of Central and Eastern Europe have influenced the development of entrepreneurship as 

a result of their membership in the eurozone (Hegerty, 2020, p. 117). Statements by Henrekson M., Johansson D. G. 

Gazelles as job creators of Aldrich and E. Oster show that mutually beneficial cooperation between SMEs and large 

firms can have a beneficial effect on economic development (Henrekson and Johansson, 2020). According to S. 

Shurina (2020, p. 60), comprehensive measures of state assistance should lead to a structural transformation of the 

economy. State assistance should ensure structural transformation and modernization of key sectors of the economy. 

Public funding is critical to the sustainable functioning of SMEs. To support SMEs, public funds must be placed 

in commercial banks, which, in turn, provide loans to SMEs under certain conditions. The main area of support for 

small businesses during the crisis is real estate support (Makarova, 2019, p. 105). At the same time, the harmoni-

zation of the approach to the criteria for defining SMEs should be considered as an important factor for ensuring the 

comparability of the competitive advantages of entities and using best practices and international experience in state 

support and development of this sector of the economy (Seroshtan & Darvish, 2019, p. 185). 

J. Kickul J. & T. Lyons (2015) conducted a comparative analysis of the development of entrepreneurship and 

found that one of the weak points in the development of entrepreneurship in European countries is financial support 

for activities, expressed in a lack of equity capital, difficulties in obtaining bank loans and a lack of investment re-

sources. M. Ashraf, et al. (2019) and, L. Fernandes & V. Salazar (2020) provide examples of developing countries 

with social problems. In particular, their research focuses on social entrepreneurship, financial support methods and 

conceptual frameworks. 

According to S. Volodkevich (2020), in order to increase the effectiveness of SME support, it is necessary to 

apply methods and approaches to assessing the impact of regulations and measures that are relevant to the current 

economic and political situation. The results of evaluating the effectiveness of the state support system for SMEs 

expand the possibilities for its practical application by authorities, for example, in the distribution of resources based 

on competition, determining the state of the business environment and developing mechanisms for adapting to doing 

business in a digital economy (Belousov, 2020, p. 1679). Digital skills are one of the most important factors in the 

competitiveness of SMEs (Volodkevich, 2020, p.485). 

Thus, the analysis of world practice allows us to identify several ways to support SMEs, in particular, with the 

help of mechanisms to reduce financial risks: 

− credit programs managed by commercial banks, 

− SME assistance programs managed by guarantee funds and SME support funds, 

− programs implemented by associations of mutual guarantees, and 

− credit guarantee programs for small businesses operating in key sectors of the economy. 
 

The implementation of the SME support policy in order to ensure an accelerated rate of economic growth based 

on the creation of favorable conditions for doing business involves the implementation of financial and non-financial 

support measures in priority sectors of the economy 

In Kazakhstan, the development of entrepreneurship is one of the priority areas of the state's economic policy, 

and the Government is committed to the formation of a middle class and a competitive dynamic business community 

focused on the creation of new high-tech industries with the highest added value. And although the indicators of 

entrepreneurship development in Kazakhstan differ significantly from similar indicators in the developed countries 

of the world, today the Republic's SMEs have managed to occupy an appropriate niche in the state's economy. 
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2. METHODOLOGY 

Small and medium enterprises (SMEs) play an important role in any economy as they contribute to GDP and 

employment. However, the sustainability (the right mix of economic, environmental and social) of SMEs is one of the 

main concerns as they prioritize economic performance over environmental and social in order to remain competitive. 

Under the influence of the evolution of digital technologies, there is a serious transformation of established industries 

and the global business landscape. In particular, S. Nambisan (2017) suggests that the intersection of digital tech-

nologies and entrepreneurship provides ample opportunity for research, as digitalization can help address the con-

troversial assumption of differentiation between innovation processes and outcomes (Ibid.). Technological change is 

not only helping to create new productive assets and opportunities to compete with old industrial models, but it is 

also enabling the development of new business models and supporting radical new strategies to drive growth. 

In order to protect the vital sector as SMEs from collapsing due to the COVID-19 crisis, many governmental and 

non-governmental organizations (NGOs) around the world have provided various forms of support to SMEs. Govern-

ments have taken a number of policy measures to mitigate the negative effects of this crisis (Ahmad et al., 2020). 

For example, in Kazakhstan, in order to mitigate the consequences of the pandemic, the state provided tax breaks 

to more than 700,000 entrepreneurs. Payments were also deferred, and the opportunity was given to refinance loans 

on preferential terms (Table 1 - https://www.inform.kz/ru/kak-v-kazahstane-podderzhivayut-malyy-i-sredniy-biznes-

vo-vremya-pandemii_a3694302). 

 

 

Table 1. Support for SMEs during the coronavirus pandemic 

Measures 
Great 

Britain 
Russia USA 

Ger-

many 

Po-

land 
France 

South 

Korea 

Kazakh-

stan 

Credit guarantees * *  *  *  * 

Soft loans   * *   * * 

Reimbursement of 

expenses for medi-

cal services to pri-

vate medical insti-

tutions 

 * * * *   * 

Direct subsidies for 

SMEs 
*   *  *  * 

Support for SMEs 

who do not want to 

lay off workers 

*  * * * * * * 

Source: compiled by authors according to https://www.inform.kz/ru/kak-v-kazahstane-podderzhivayut-malyy-i-sred-

niy-biznes-vo-vremya-pandemii_a3694302 

 

 

During the COVID-19 crisis, SMEs received some financial support from local and international NGOs and finan-

cial institutions (Song et al., 2020). In addition, SME owners have adopted a range of practices and strategies to 

counter the effects of the crisis (Thorgren & Williams, 2020). SMEs are currently undergoing a radical transformation. 

In addition to technological, social and innovative changes that cause the transformation of social relationships be-

tween people, there is a transformation of the business model of small and medium-sized enterprises. The sustaina-

ble development trend is gaining momentum on a global scale and creates new niches for large companies and for 

the country as a whole, and new opportunities that will significantly affect the activities of companies both within the 

country and in foreign economic activity. The growing importance of sustainable development factors generates a 

request for their analysis and assessment in the activities of companies, including within the framework of indices 

and sustainable development ratings (ESG-indices). 

The implementation of various government programs that provide support for the country's infrastructure and 

innovation development has a positive effect on the development of the small and medium-sized business sector, 

which is supported by financing from second-tier banks. Today, the availability of financing for innovative activities of 

SMEs through business lending continues to be among the factors that have a significant impact on the business 

climate and entrepreneurship development. The gradual improvement of lending conditions with state participation 

contributes to attracting more customers to banks, the growth of the segment of small and medium-sized businesses, 

the ability to remain competitive (Fedorova et al., 2018). Small and medium-sized enterprises (SMEs) are considered 

to have potential for innovation and can create new market opportunities. Venture capital can financially support 

https://www.inform.kz/ru/kak-v-kazahstane-podderzhivayut-malyy-i-sredniy-biznes-vo-vremya-pandemii_a3694302
https://www.inform.kz/ru/kak-v-kazahstane-podderzhivayut-malyy-i-sredniy-biznes-vo-vremya-pandemii_a3694302
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entrepreneurial activities for economic growth and manage and promote the growth of SMEs. According to the re-

search of Junjuan Du, Zheng-Qun Cai (2020), the analysis was aimed at further developing the theory of enterprise 

growth. It provides the theoretical framework and practical framework for encouraging venture capital to invest in 

SMEs, addressing financial constraints for SMEs, and improving SME growth (Karman, 2019). 

But there are also certain problems in the development of small and medium-sized businesses in the Republic 

of Kazakhstan, which ultimately lead to an increase in the degree of risk in lending, which reduces the ability of SMEs 

to obtain a loan from a bank. Financing a small business is one of the most pressing issues that every business 

entrepreneur faces. Given the fact that small and medium-sized enterprises (SMEs) play a significant role in the 

country's economy, and taking into account changes in the modern world economic environment, Tsigelkova E., Pla-

tonova I.N., Frolova E.D. sought to explore the problem of increasing the contribution of small businesses to the 

national economy through the use of new opportunities in the business environment, believing that the problem can 

be solved through the participation of small and medium-sized enterprises in the links of global value chains with a 

high level of added value, but this requires new ways to support business (https://damu.kz, p. 256). In Kazakhstan, 

the rapid pace of development of non-financial products is associated with the availability of infrastructure created 

by the state. Banks have integration with all state databases and have created their own certification centers in which 

they issue digital signatures (hereinafter referred to as EDS) of customers. This allows you to create a legitimate 

process of working with the client (Figure 1 - https://forbes.kz) 

 

 

 

Figure 1. Growth in lending and an increase in the number of SMEs, % 

Source: compiled by authors according to https://forbes.kz/ 

 

 

Non-banking products are becoming a prerequisite for the successful work of a bank with a business client. STBs 

are actively rebuilding their own monoservices into multifunctional ones in order to cover various client needs (Figure 

2). 
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Figure 2. Dynamics of funding by SME banks as of the end of 2022 

Source: compiled by authors according to https://forbes.kz/ 

 

 

In their research, Galbraith B., R. McAdam, J. Woods and T. McGowan (2017) argue and conclude that public 

administration and public policy should support both entrepreneurship and innovation, as organizations need such 

support. in developing programs and policies for growth and sustainability (Galbraith et al., 2017). Based on a survey 

of more than 50 thousand business entities conducted by NCE Atameken, a new package of measures to support 

SMEs has been prepared. In particular, as part of the updated Comprehensive Plan for Restoring Economic Growth 

for 2021, more than 60 support measures were provided in the following areas: 

− reducing the burden on business, incl. a number of tax incentives and facilitating tax administration; 

− facilitating the access of entrepreneurs to financing. These measures will ensure preferential refinancing of bank 

loans of SMEs; 

− access to demand markets. This direction includes measures aimed at facilitating access to public procurement 

and procurement of the quasi-public sector, including the introduction of a mechanism to support domestic pro-

ducers for minor public procurement; 

− "Smart" regulation includes the development and adoption of a law providing for the introduction of a new regu-

latory policy in the field of entrepreneurship (https://primeminister.kz/ru/news/v-2021-godu-mikrokredito-

vaniem-budut-ohvacheny-bolee-24-tys-subektov-predprinimatelstva-a-irgaliev-443013). 

 

With the development of the economy and the change in the situation in the SME sector, state support changed 

from year to year, and with it, the interaction of the FRP "Damu" with entrepreneurs developed in an evolutionary way. 

Tools have constantly evolved in accordance with the needs of Kazakhstani businessmen: 

− the period of subsidizing was extended up to 5 years; 

− a unified procedure and mechanism for considering projects through the Damu Fund has been established, with-

out the participation of the Regional Coordinating Council under the akimats of the regions; 

− unified interest rates on loans for the final borrower up to 6% within the framework of state programs; 

− industries were expanded in the State program for business support and development "Business Roadmap-

2025" (Figure 3 - https://kapital.kz). 
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      Development of mi-

crocredit, portfolio 

subsidies and guar-

antees, green bonds, 

Islamic finance - up 

to 25,000 projects 

     New ap-

proaches to 

servicing SPEs - 

up to 20,000 

projects 

 

    New ap-

proaches to 

servicing PPPs 

– up to 13,000 

projects 

  

   Rate sub-

sidies and 

loan guar-

antees 

- up to 

5000 pro-

jects per 

year 

   

  Transition to 

conditional 

placement of 

funds in banks 

- up to 4,000 

projects per 

year 

    

 Direct lending 

to small busi-

nesses up to 

650 projects 

per year 

     

Founda-

tion 

"Damu" 

was 

founded 

      

1997  2001  2007  2010  2016  2017   2020 

Figure 3. Development of tools to support SMEs by the Damu Fund 

Source: compiled by authors according to https://kapital.kz/ 

 

 

3. RESULTS AND DISCUSSION 

Diversification of SME financing mechanisms and the use of alternative financing instruments allows sharing 

risks with investors and the banking sector, which, combined with an adequate legal framework, can help strengthen 

financial stability, protect investor rights and increase investment activity. According to the results of the study, the 

author came to the conclusion that despite the availability of various instruments of state support for SMEs, the 

indicators of this sector of the economy still remain insufficiently high to ensure sustainable growth. 

Analysis and generalization of the experience of developed countries and countries comparable to Kazakhstan 

in terms of development shows that in the context of globalization and digitalization of the economy, the state in 

supporting SMEs focuses on creating incentives for innovation. In this connection, the author carried out extrapola-

tion forecasting of the indicator "Enterprises with innovations" for 2022-2024. Initially, using the Irwin criterion, it was 

verified that the original time series does not contain anomalous observations (Figure 4 - www.stat.gov.kz). 
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Figure 4. Checking for the presence of anomalous observations in the time series of enterprises with innovations 

Source: compiled by authors according www.stat.gov.kz 

 

 

The observed value of the Irwin criterion is calculated by the formula: 
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Critical value of the Irwin criterion 5,105,0 =
 
(all observed values of the Irwin criterion are less than 

the critical value). Using the criteria of "ascending" and "descending" series, it was found that the series 

contains a trend component (Table 1). 

 

 
Table 1. Checking for a trend 

General view of the criterion of "ascending" and "descending" 

series (violation of at least one inequality is sufficient for a trend 

to exist) 

Estimated values 

with a chance of error

0975,005,0    

( ) 






 −
−

−


90

2916
96,1

3

12 nn
n  3 < 4 

( ) nKK 0max   8 > 5 

Source: own 

 
Using the least squares method, which provides the minimum distance between the graph of the func-

tion and the points of the initial data, the approximation of the initial data was carried out. As a result, the 

following linear trend model was obtained:  
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To test the adequacy of the model, a number of residuals were examined for the following properties: 

the equality of the mathematical expectation to zero, the randomness of the residuals and their compli-

ance with the normal distribution law (Table 2). 
 

 

Table 2. Checking the adequacy of the model 

Property under  

test 

Used statistics 
The 

border 
Conclusion 

Name, calculation formula 
Received 

value 

Accident 

Criterion of "peaks" (turning 

points)

( ) 
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To assess the accuracy of the model, the average relative approximation error was calculated: 
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a value that indicates an acceptable level of model accuracy. Thus, the model is of sufficient quality and 

can be used for forecasting. The results of building point and interval forecasts for 2022-2024 are pre-

sented in Table 3. 
 

 

Table 3. Point and interval forecasts for the number of enterprises with innovations for 2022-2024 
 

Year Point forecast, units 
Interval forecast, units 

Max Min 

2022 3 719,864 2 901,498 4 538,229 

2023 4 025,291 3 173,509 4 877,073 

2024 4 330,718 3 441,939 5 219,497 

 

 

Strategic entrepreneurship, as a synthesis of the behavior of young technology firms seeking opportu-

nities and seeking benefits, can influence both research and exploitative innovation activities in these 

firms, which will subsequently affect the profitability of companies. 

Using the experience of developed countries in the development of small and medium-sized busi-

nesses, the Government is pursuing an in-depth policy on reforming the financial sector and comprehen-

sively developing the infrastructure to support small businesses: expanding the network of small business 

centers, business incubators, consulting, leasing and other firms, creating data banks specializing in ser-

vicing small businesses. 

Analyzing the situation in Kazakhstan and in other countries, we can say that the state assistance 

provided at the moment, and especially for exporters, does not adequately meet the needs of SMEs and 
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does not reflect the specifics of the country's economy. Funding instruments are mostly limited to bank 

lending, the stock market and the private equity market are underdeveloped, and in the case of exporters 

especially, there are no export credit initiatives. The state should also pay attention to the development of 

the infrastructure required for exporters to enter the international market, which includes both transport 

routes and various digital solutions. Also, in addition to one-time financial support, high-quality non-finan-

cial assistance and support from the state at different levels of its formation can also be useful for busi-

ness. 

In this regard, the main objectives of the state policy in the field of SME support are: 

− creation of favorable conditions and incentives for the implementation of effective and productive busi-

ness activities; 

− sustainable development of SMEs as a factor in the formation of a competitive environment and the 

middle class of society; 

− increasing the share of SMEs in the formation of GDP, in tax revenues of the republican and local 

budgets. 
 

 

CONCLUSION 

Small and medium-sized businesses are part of the economy, which is usually called its backbone, 

backbone. In Kazakhstan, despite decades of implementing state support measures and demonstrative 

attention from the top officials of the state, the role of SMEs is still modest: according to the results of 

2021, official statistics assess the contribution of micro, small and medium-sized companies to the gross 

value added created in the economy, in 33.5%. 

Based on the results, it can be concluded that despite the availability of various instruments of state 

support for SMEs, the performance of this sector of the economy is still not high enough to ensure sustain-

able growth. But, nevertheless, in Kazakhstan there is a constant improvement in the conditions for doing 

business, various state mechanisms are being created to support entrepreneurs, but the potential for the 

development of SMEs has not been fully disclosed. The state needs to attract entrepreneurs to digitize 

their business, which will allow: 

− optimize operational activities; 

− reduce production and marketing costs; 

− will allow SMEs to enter global markets and networks. 

 

This is evidenced by the analysis carried out, which was carried out using a trend model based on 

extrapolation forecasting of such an indicator as “SMEs with innovations” for 2022-2024. in order to de-

termine the further development of the number of innovative and active enterprises in the Republic of 

Kazakhstan. 
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 The main objectives of the article are (i) to study the application of IFRS and 

ISA in the analysis of financial indicators and activities in healthcare organi-

zations, (ii) to identify whether the application of IFRS and ISA in the analysis 

of financial indicators and activities in healthcare organizations lead to the 

increased transparency and efficiency of healthcare organizations, and (iii) 

to propose suggestions to improve the quality of the audit. The study reveals 

that there is a positive relation between audit processes and transparency of 

healthcare organizations. Moreover, the audit process and risk assessment 

in healthcare organizations have a positive impact on the efficiency of pro-

vided services. However, analyzed audit reports of 8 healthcare organizations 

showed lack of credibility and transparency, which affected organizational 

processes as was seen during the COVID-19 pandemic. Authors suggest that 

the Ministry of Health together with the Ministry of Finance should harmonize 

approaches to the methodology of Patient Support Services, comply with in-

ternal expertise as well as external expertise with procedural audit standards. 
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INTRODUCTION 

In December 2021, members of the Eurasian Economic Union (EAEU) signed the “Agreement on the 

implementation of audit activities in the EAEU” aimed at liberalization of accounting and auditing markets 

in EAEU. In the light of this event, the issue of transition to International Financial Reporting and Auditing 

Standards (hereinafter – IFRS), International Standards on Auditing (hereinafter – ISA), and International 

Standards of Supreme Audit Institutions (hereinafter – ISSAI) becomes especially urgent. According to the 

Ministry of National Economy of the Republic of Kazakhstan, today there are about 6,400 subjects in the 

quasi-public sector and more than 5,000 of them operate in the social sector. Data of state and local 

executive bodies of Kazakhstan shows that the number of unprofitable organizations amounted to about 

1,000 over the past three years and more than half of unprofitable organizations allocated in the social 

sector. 

Considering that significant funds from the budget are allocated to healthcare organizations on an 

annual basis and that majority of organizations in the social sector are unprofitable, in this article authors 

selected 8 leading healthcare organizations and hospitals to analyze their audit reports.  The objectives of 

the article are (i) to study the application of IFRS and ISA in the analysis of financial indicators and activities 

in healthcare organizations, (ii) to identify whether the application of IFRS and ISA in the analysis of finan-

cial indicators and activities in healthcare organizations lead to the increased transparency and efficiency 

of healthcare organizations, and (iii) to propose suggestions to improve the quality of the audit.  

The novelty of this research is that healthcare services are integral part of social economy and wellbe-

ing of citizens. However, currently audit process in healthcare organizations of Kazakhstan is implemented 

at low level and COVID-19 pandemic crisis in healthcare sector was clear example of weaknesses of the 

system. Thereby, findings and recommendations that will be proposed in this research will contribute to 

the improvement of audit process with application of IFRS and ISA, as a result healthcare organizations 

will be able to provide better services for citizens. 

This article includes five parts: introduction, literature review, research methodology, results and dis-

cussions, and conclusion. 

 

 

1. LITERATURE REVIEW 

Auditing is crucial to control processes of an organization and make them more transparent (Oliveira 

et.al., 2021). Other authors support this statement and argue that information on accounting and audit is 

not only used to effectively manage the costs of the company but also plays a crucial role in forecasting 

and management planning (Bodiako, 2021). After start of pandemic COVID-19, risk assessment became 

an important issue for health organizations. Common risks include whether information ordered correctly, 

the use of medications, one day stays, how cash is managed in the hospital, patient registration, quality of 

laboratory services. Based on the assessment of abovementioned risks audit report is prepared that 

should comply with standards to provide better services by healthcare organization (RSM, 2015).  

Because of non-profit nature of healthcare organizations, the quality of services provided is crucial 

indicator and should be constantly improved. There are also three interdependent indicators of efficiency 

such as economic, social and medical indicators. Medical indicators could be described as satisfaction 

with medical services and positive dynamic in treating. Social effectiveness is an outcome that can be 

measured when person goes back to society. Cost-efficiency is ratio between the costs of recovery and the 

outcome of a given treatment (Solomatina, 2017). 

Additionally, since governments are becoming more transparent and increasing quality of public ser-

vices and it requires new ways of interaction between authorities, business sector and citizens as consum-

ers of goods and services. One possible way to do it is to conduct sanitary and epidemiological audit, which 

is independent assessment by third party. The compliance with sanitary rules and other regulatory docu-

ments in the field of sanitary and epidemiological welfare in the course of their economic or other activities 

is evaluated. However, this type of audit is not indicated in the legal framework of the country, but it is very 

effective tool in assessing organizations in social sphere (Mai et al., 2016). The following hypotheses, 

therefore, are formulated to test these associations: 
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H1: There is a positive relation between audit processes and transparency and efficiency of healthcare 

organizations. 

To assess effectiveness of organization performance audit is done by bodies of state of financial con-

trol to examine performance of executive authorities and other organizations using state funds. In addition, 

recommendations to improve the work processes are done in the framework of performance audit. Audit 

performance is done in several stages such as planning, conducting and preparing budget (Sugaipova & 

Aleeva, 2010). Moreover, inadequate use of allocated budget funds is the main reason for negative out-

come in organizations of social spheres. Here performance audit measures social effect of provided ser-

vices and should increase quality of management decision (Schastlivenko & Korneva, 2014). 

Performance audit methodology can be done in the way of “Question tree”, where questions are done 

in hierarchical order starting from low to high level questions. “Question tree” method helps to identify very 

specific things in healthcare organization and then results could be calculated by statistical methods. 

Questionnaires and surveys can increase the objectiveness of the method (Budarin & Elbek, 2020). Bu-

darin & Elbek (Ibid.) noted that often performance audit is hardly conducted in rural areas because of their 

remoteness. As an example of Russian Federation experience, the government support the idea of devel-

oping cluster for rural areas and it can be done by following success factors: strong communication, inter-

disciplinary interaction, partnership, support of authorities and high level of participation of doctors and 

patients (Lapygin & Kovalev, 2020). Cluster policy helps to improve provided services in healthcare organ-

ization and could be the further direction to improve in Kazakhstan. Moreover, audit and feedback (A&F) 

could help to bring changes in working processes of healthcare organizations, however, sometimes ‘know-

why’ and ‘know-what’ commitments are less important to bring changes in organizations by workers. Ra-

ther researchers should focus on increasing ‘want to’ desire of workers to increase performance indicators 

(Glenngård & Anell, 2021). 

The next important to mention is the procurement procedures, which is crucial element on having 

adequate amount of resources to provide services or production. Procurement procedures also important 

during audit process and according to Golovin (2020) identification of target spending of funds and com-

pliance measures affect the ability to have sufficient resources in the organization. In addition, during the 

audit of healthcare organization, level of salary of workers could be a critical indicator, if their wages are 

higher, it could be argued that this sphere is important to developed in the region. In order to create highly 

effective healthcare organizations, it is needed to apply legally acceptable tools of indicators, assess suc-

cessfulness of provided services and whether budget funding was allocated properly or not. Right strategy 

of assessment and audit will help to reduce mortality rate, raise satisfaction of citizens with provided ser-

vices and have positive impact on citizens’ wellbeing (Dubina, 2021). 

These prior empirical results allowed to assume the following research hypotheses:  

H2: Application of IFRS in healthcare organizations helps to identify risks and contributes to the improve-

ment of methods forecasting citizens’ demand in medical services. 

 

 

2. RESEARCH METHODOLOGY 

Several researches have been made about the application of international financial reporting and au-

diting standards in the analysis of financial indicators and activities in healthcare organizations. Further-

more, authors intend to propose novelties in the standards that can improve the quality of the audit. Re-

search approach of this study was mix of quantitative and qualitative methods. In qualitative method data 

was collected from various sources of literature of foreign authors in this area, documents and news arti-

cles on this topic.  

Qualitative theoretical method included historical analysis of audit reports for different periods with 

reflection of opinions of auditors, abstract-logical that is analysis of the information found from different 

articles of researchers in this area. In addition, empirical research methods were used to analyze the sta-

tistical data on companies brought to responsibility for untimely preparation of financial statements when 

untimely audit was carried out.  
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Furthermore, quantitative survey methodology was used for data collection of audit reports of 8 

healthcare organizations of Kazakhstan between 2016 and 2020. Variables used in data collection were 

(Profit/Revenue)*100% and (Borrowed capital/equity)*100% since these variables could show clear pic-

ture of effectiveness and transparency of the organization. In addition, regulatory framework of the Ministry 

of Health on supporting documents for auditing was reviewed. Then proposals have been formed to 

strengthen supervision over the correct use of ISA and ISSAI in healthcare organizations. 

 

 

3. RESULTS AND DISCUSSION 
 

3.1 Analysis of healthcare organizations’ financial indicators  

The Kazakh Code of Administrative Offenses (hereinafter – Code of Administrative Offenses) provides 

Articles 238 and 239 with compositions for violation of accounting legislation in the form of: 

− evasion from accounting, if this action does not contain signs of a criminal offense; 

− submission of deliberately inaccurate financial statements, submission in violation of the established 

time limit or failure to submit it without a valid reason by the founders in accordance with the constit-

uent documents, to the authorized body in the field of state statistics at the place of registration, to 

the state control and supervision bodies in accordance with their competence, to the “Financial Re-

porting Depository” (hereinafter – FRD); 

− preparation of distorted financial statements, concealment of data to be reflected in accounting, as 

well as destruction of accounting documentation; 

− the signing of the financial statements by the chief accountant of the public interest organization, who 

is not a professional accountant. 

 

For these offenses, a sanction is provided in the form of fines, depending on the subject, its size and 

legal regime. Misstatement of the financial statements for the purposes of this article is a misstatement 

of more than twenty monthly estimates (On Administrative Infractions, 2014). 

 

 
Figure 1. Organizations of public interest under Articles 239 and 250 of code of administrative offenses 

 

Note*: the reports Organizations of public for 2021 will be prepared in September 2022, considering the require-

ments of the legislation. 

Source: own study 

 

 

It could be said that despite the presence of the FRD system, where organizations are required to 

upload their financial and audit reports, there are still number of companies that do not submit financial 

statements and evade the statutory audit.  

The number of increased amounts of fines indicates a certain failure in the financial reporting system 

and its timely submission to the FRD system. There are several healthcare organizations that did not sub-

mit their financial statements on time such as Astana Medical University for 2017, Kazakhstan Medical 

University of Continuing Education Joint Stock Company and others. 
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Moreover, to deeply study the nature of healthcare organization, the analysis of profit to revenue and 

the ratio of debt-to-equity capital of healthcare organizations was done and it is shown in the table below. 
 

 

Table 1. Analysis of profit to revenue and the ratio of debt-to-equity capital of healthcare organizations 
 

Note*: the reports of 7 healthcare organizations for 2021 have not been published. 

Source: own study 

 

 

According to data of 8 healthcare organizations from the FRD system shows low performance in terms 

of financial indicators. From the Table 1 it is seen that the ratio of profit to revenue and borrowed funds to 

equity does not look attractive. At the same time, organizational form of these organizations is presented 

in the form of joint-stock companies and a state enterprise on the basis of the right of economic manage-

ment, they belong to organizations of public interest. Consequently, these healthcare organizations are 

subject to annual audits and their reports must be posted on the FRD system. 

As can be seen from the table National Scientific Oncological Center, SK-Pharmacy and National Sci-

entific Medical Center the ratio of debt capital to equity in 2020 are 0.22, 0.221 and 0.34 respectively. 

Therefore, it could be assumed that such a significant increase in borrowed funds should be disclosed 

when they are audited both by public and private auditors. 

According to clause 30.2 of the ISSAI 5300 Information Technology Audit Manual (ISSAI, 5300), com-

puter-based audit methods (automated system and database tests) are used to facilitate materiality tests 

regardless of the type of audit, which is crucial in planning and conducting the audit. 

According to this approach these 2 organizations with a significant increase in borrowed funds can be 

included in the audit plan of subordinate organizations of the Ministry of Health in order to check the FRD 

system and further planning. However, in auditing the social sphere, it could not be relied only on financial 

indicators and an analysis of non-financial indicators is also needed. In this regard, it is necessary to inte-

grate with the information system “Register of State Property” of the State Property Committee. This will 

Year 2018 2019 2020 

# 
Name of organi-

zation 

Profit/ 

Revenue 

Borrowed 

capital/ 

equity 

Profit/ 

Revenue 

Borrowed 

capital/ 

equity 

Profit/ 

Revenue 

Borrowed 

capital/ 

equity 

1 

National Scien-

tific Center of 

Traumatology  

0.00 0.05 0.00 0.07 0.00 0.09 

2  SK-Pharmacy 0.02 2.64 0.03 2.11 0.03 0.221 

3 

National Scien-

tific Oncological 

Center 

0.31 0.56 0.01 0.57 -0.02 0.22 

4 

National Scien-

tific Medical 

Center 

0.01 0.10 0.00 0.10 -0.22 0.34 

5 
Astana Medical 

University 
-0.18 0.11 0.37 0.11 - - 

6 
Social Health In-

surance Fund 
0.21 0.32 0.09 0.22 0.02 0.19 

7 

Kazakh National 

Medical Univer-

sity 

10.36 0.48 0.02 0.04 0.06 0.05 

8 

National Scien-

tific Center of 

Oncology and 

Transplantology 

0.39 1.26 0.00 1.26 -0.68 1.14 
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make it possible to compare financial indicators with non-financial ones. The table below shows healthcare 

organizations and types of audit reports issued for 2020 with a description of the reservations. 
 

 

Table 2. Audit reports of organizations in the field of healthcare for 2020 

# Name of organization Audit report Basis for qualified opinion 

1 
National Scientific Center of 

Traumatology  
Qualified opinion 

Inability to monitor the 

inventory of stocks and fixed 

assets 

2 
 SK-Pharmacy 

Annual financial statements present 

fairly in all material respects 
- 

3 National Scientific Oncological 

Center 

Annual financial statements present 

fairly in all material respects 
- 

4 
National Scientific Medical Center 

Annual financial statements present 

fairly in all material respects 
- 

5 Astana Medical University - - 

6 

Social Health Insurance Fund Qualified opinion 

Risks of material 

misstatement due to fraud 

or error 

7 

Kazakh National Medical 

University 

1) Qualified opinion (2020); 

2) Annual financial statements 

present fairly in all material respects 

(2021) 

Not participating in the 

inventory and reporting 

notes 

8 
National Scientific Center of 

Oncology and Transplantology 
Qualified opinion 

Inability to monitor the 

inventory of stocks and fixed 

assets 

Source: own study based on information from FRD system 

 

 

As can be seen, the reasons for the reservations were impossibility of participating in the inventory of 

fixed assets and stocks, and in some cases the risks of material misstatement due to fraud or errors. Thus, 

it could be assumed that these healthcare organizations should be reflected in the risk management sys-

tem and in planning audit activities of government auditors for last periods. According to ISSAI 3200 “Prac-

tical guidance for performance auditing”, the auditor should select audit topics through strategic planning 

by supreme audit institutions, by analyzing potential topics and conducting research to identify audit risks 

and problems. (ISSAI 3000/89 89). The auditor should select audit topics that are meaningful and verifi-

able and are consistent with the mandate of the audit bodies. The auditor should conduct a process of 

selecting topics for the audit to maximize the expected impact of the audit, considering the audit capabili-

ties. (ISSAI 3000/91 89). 

Thereby, it is proposed to include audit reports of private auditors with a qualification in the standard 

system of risks of governmental audit bodies. This table also shows the presence of a number of open 

questions in the activities of health organizations. Moreover, according to ISSAI 3920 “The Performance 

Audit Process” (ISSAI, 3920), audit planning should consider areas traditionally at risk (e.g., IT systems, 

procurement, technology, environmental issues and health). ISSAI 5110 “Guidelines for Conducting Envi-

ronmental Auditing” states that auditing health issues can have a clear link with auditing environmental 

pollution. Limiting pollution can make a big difference for citizens, improve the overall well-being of society 

and lead to significant cost savings. 

According to the results of the first International Scientific and Practical Online Conference under the 

auspices of the INTOSAI Chairman, which was held on April 21-22, 2021, the COVID-19 pandemic and the 

need to overcome its consequences highlighted the importance of developing and improving methods of 

external government audit (control) of health systems and social security in all countries of the world.  

Digital technologies, including big data analytics and machine learning play a critical role. Thus, INTO-

SAI should intensify the exchange of experience and best practices in the field of real-time auditing and 

digitalization of auditing, including experience in the application of innovative technologies, analysis and 
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data management. Equally important is effective coordination between governments and SAIs, based on 

the principles of openness and involvement of all stakeholders, including the academic community and 

international organizations. 

According to the key conclusions of this International Scientific and Practical Online Conference it was 

noted the need to standardize information flows and develop a data management system for the exchange 

of information between various government agencies. The set-up of common digital platforms for govern-

ments and access to real-time data will enable timely analysis of transactions. The organizers and partici-

pants of this conference also emphasized the importance of “Disguise” and the provision of anonymized 

data for solving the problems of protecting personal information. According to the conference participants, 

digital technologies can be used to expand the “geography” of audit, mobilize the necessary resources and 

coordinate interaction with government agencies and civil society. 

 

 

3.2 Audit reports of healthcare organizations 

As a next step authors studied audit reports of healthcare organizations and started from collecting 

and calculating information of fixed assets and profits of subordinate organizations in healthcare sector. 

 
 

 
 

 

Table 3. Information on profits of subordinate organizations in the field of healthcare 

 

 

 

 

 

 

 

 
Source: own calculations 

 

 

As can be seen, fixed assets of the National Scientific Center of Traumatology and Orthopedics have 

been reduced from 9.853 to 7.154 million US dollars from 2017 to 2019. At the same time, profit for 

2018 was at the level of 2 245 US dollars. Profit for 2019 shows a slight increase at the level of 20 967 

US dollars.  

Figure 2 shows that there is slight increase of the equipment with fixed assets of the non-profit joint-

stock company “Astana Medical University” from 19.565 million US dollars in 2017 to 17.117 million US 

dollars. At the same time, a significant loss of 3.176 million US dollars in 2019 signals the need to draw 

9,853 9,051
7,154

19,565
21,326

17,117

2017 2018 2019

Fixed assets of National Scientific Center of Traumatology and Orthopedics (in US mln)

Fixed assets of Astana Medical University (in US mln)

Name of organizations 

Profit 2018-2019 (USD mln) 

2018 2019 

1 
National Scientific Center of Traumatology and 

Orthopedics 
0.002 0.2 

2 Astana Medical University 1.527 -3.176 
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the attention of auditors to such a loss. However, in 2018 the organization recorded a profit of 1.52 million 

US dollars. 

 

Since healthcare organizations are subjects of civil circulation system and can use borrowed funds, it 

will be convenient for users to view immediately the report on the assessment of the assets of healthcare 

organizations, which can serve as collateral property. Ministry of Finance of the Republic of Kazakhstan 

has developed a questionnaire for all users of the FRD in order to evaluate its effectiveness. The questions 

are summarized in the following table: 

 

 
Table 4. Questionnaire on the degree of satisfaction with healthcare organizations 

Question Answer (choose from the list) 

Are you satisfied with the work of FRD? 5 (highest grade) 

How do you assess the application of IFRS in your organization? Satisfied 

How do you assess the application of IFRS in general in Kazakhstan? Difficult to answer 

How do you assess the application of International Standards on Auditing? Satisfied 

Your suggestions for improving international financial reporting standards 

and international auditing standards 
No 

Your suggestions for improving (raising the level) of the application of inter-

national financial reporting standards in your organization 
No 

Have you encountered difficulties in applying international financial report-

ing standards? 
No 

Have you asked for clarification of international financial reporting stand-

ards? 
No 

Have there been any transactions (events) in your organization for which it 

was practically impossible to apply the requirements of international finan-

cial reporting standards? 

No 

Are there any contradictions between the norms of the legislation of the Re-

public of Kazakhstan and the norms of international financial reporting 

standards? 

Not available 

Source: own study 

 

 

As can be seen from the table, selected healthcare organizations in this analysis are generally satisfied 

with the functionality of the FRD and they do not have proposals for improving the situation with the appli-

cation of international financial reporting and auditing standards. However, if you turn to audit reports, 

many questions arise. Next, the attention should be drawn to the fact that according to the order of the 

Minister of Health of the Republic of Kazakhstan dated October 28, 2020 # RK DSM-164/2020, a confi-

dential audit is carried out on: 

− Maternal mortality; 

− Perinatal mortality;       

− Infant mortality; 

− Critical cases in obstetrics. 

 

According to Article 35 of the Code of the Republic of Kazakhstan “On the health of the people and 

the health care system” the examination of the quality of medical services (assistance) is a set of organi-

zational, analytical and practical measures taken to make an opinion on the level of quality of medical 

services provided by individuals and legal entities by using indicators that reflect the indicator of efficiency, 

completeness and compliance of medical services with standards. Examination of the quality of medical 

services (assistance) is divided into internal and external. A patient support and internal examination ser-

vices are created in a medical organization in order to conduct an internal examination. 
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The patient support service and internal expertise conduct a current analysis of the organization of 

medical care, the clinical activities of a medical organization, identification of violations of the procedure 

for the provision of medical care and standards, a medical incident, as well as consideration of patients' 

requests within a period not exceeding five calendar days. 

Based on the results of the examination, proposals are made to the head of the medical organization 

to eliminate the identified causes and conditions that reduced the quality of medical services. In this re-

gard, it is necessary to collect all recommendations based on the results of the examination on a single 

platform for the purpose of exchanging data with other healthcare organizations and this will help prevent 

shortcomings in the activities of other health organizations. 

The authors developed a spreadsheet for analyzing audit reports and piloted data for several 

healthcare organizations. By sampling the reports of healthcare organizations, deviations from the require-

ments of the audit standards were identified. 

 

 
Table 5. Analysis of audit reports of healthcare organizations 

Date, num-

ber of the 

report 

Description of 

limitations 

and violations 

Description in the au-

dit report of the risk 

assessment 

Consequences aris-

ing from this activity 

of the audited object 

Authors' recommendatios 

for improving current state 

JSC “Na-

tional Scien-

tific Medical 

Center”. De-

cember 31, 

2020, No. 

20017404, 

The Company 

did not have 

significant vi-

olations of 

the chains of 

production, 

supply, ship-

ment, sales of 

products   

The auditors have not 

carried out a compre-

hensive risk analysis. 

The Company believes 

that there is signifi-

cant uncertainty re-

garding COVID-19, 

and scope and dura-

tion of the impact on 

the demand and 

prices of the goods 

they manufacture, on 

their suppliers, on 

their employees and 

on the global financial 

markets. 

Risks have not been 

analyzed, there is a 

high probability of 

misrepresentation of 

information or ac-

tions bypassing the 

internal control sys-

tem. 

Eliminate conflicting formu-

lation (p. 24) (ambiguous 

formulation in terms of risk 

transfer), develop a specific 

risk management system, 

conduct an analysis, indi-

cate the reasons for the in-

crease in inventory, in-

crease wages (write explan-

atory notes). 

Open access to the place-

ment of the report of the 

Accreditation Center for 

Quality in Healthcare, so 

that it is possible to com-

pare the data and trace 

possible risks. 

LLP "Na-

tional Scien-

tific Onco-

logical Cen-

ter", No. 

404 dated 

June 28, 

2017, for 

the year 

ended De-

cember 31, 

2020 and 

the Audit 

Report of 

BAGAM au-

dit LLP - an 

independ-

ent auditor 

The audit re-

port has been 

prepared with 

technical er-

rors.  

On page 43 of the au-

dit, it is indicated that 

the organization does 

not carry out activities 

related to foreign ex-

change transactions. 

However, the Cash 

Flow Statement estab-

lishes losses from cur-

rency transactions in 

the amount of 23 772 

for the previous and 

reporting period. 

 

In addition, on page 

43, the liquidity ratio 

is indicated, which 

has increased 

The statistics of can-

cer patients in the 

country is constantly 

growing, however, 

this audit report, 

based on the results 

of which it is impos-

sible to determine 

how well and cor-

rectly the activity 

was carried out, 

which indirectly af-

fects the negative 

statistics. 

The auditor's report 

does not disclose 

risks and internal 

control. 

To improve audit reports in 

the future, it is necessary 

to reflect the real picture, in 

compliance with interna-

tional auditing standards 

315 "Knowledge of the en-

tity and its environment, 

assessment of the risks of 

material misstatement." 

Managerial reporting of 

healthcare organizations 

should be integrated with 

the FRD portal. The over-

sight of adherence to audit-

ing standards and quality 

control of reports should be 

improved. 

Source: own study 
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As can be seen from the table above, auditing organizations did not fully disclose the assessment of 

risks, and internal control and used stereotyped formulations when auditing health care organizations. 

Some reports contained technical errors. As can be seen from the current situation, it is necessary to 

improve the supervision of auditors' compliance with standards. 

The overall satisfaction of the two health organizations with the degree of application of the standards 

from Table 5 shows that the other 6 are not involved in the assessment process and it is impossible to 

fully reflect the picture. It turns out that the stakeholders themselves do not monitor audit reports and are 

not involved in the process of polling on the state of the application of auditing and financial reporting 

standards. 

 

 

CONCLUSION 

According to the ISSAI standards, the auditor must as part of the planning and/or conducting the audit 

discuss the audit criteria with the audited entity (ISSAI 3000/49). From the publicly available reports of 

the audit bodies, no information has been provided on the discussion of performance criteria with health 

organizations, or vice versa. 

Supreme Audit Institutions (hereinafter - SAI) should clearly state the standards followed in conducting 

performance audits (ISSAI 3000/61).  

According to paragraph 70 of ISSAI 3000 established external relations are not only important in the 

short term in gaining access to information and ensuring a proper understanding of the subject. Also, in 

long term, it is important for SAIs to gain the trust and respect of stakeholders and build their credibility. 

Some of the key stakeholder groups are:  

− Legislative bodies;  

− Executive bodies (except for the audited object);  

− Citizens;  

− Mass media;  

− Scientific community;  

− Non-governmental organizations.  

There are no works of the researcher in the area of building trust and credibility. The auditor must be 

ready to innovate throughout the audit process (ISSAI 3000/77). The audit reports do not provide infor-

mation on the implementation of innovations. Furthermore, most governments focus on transparency of 

healthcare organizations and our H1 is supported and it is seen that there is a positive relation between 

audit processes and transparency of healthcare organizations. Moreover, the audit process and risk as-

sessment in healthcare organizations have a positive impact on the efficiency of provided services, and 

the lack of risk assessment affected to slow increase of profit of healthcare organizations. However, ana-

lyzed audit reports of 8 healthcare organizations showed lack of credibility and transparency, which af-

fected organizational processes as was seen during the COVID-19 pandemic. 

Moreover, the auditor should exercise professional judgment and skepticism and should consider is-

sues from different points of view, while maintaining an open and objective attitude towards different views 

and arguments (ISSAI 3000/68). According to the results of the study, there is no information about the 

consideration of the situation from different sides. 

From the presented tables on the analysis of audit reports, prepared by both private and public entities 

it could be concluded that auditors do not fully comply with ISA and ISSAI. The reports do not disclose the 

risks and positive aspects of the organization's activities. Moreover, our H2 is supported that the applica-

tion of IFRS in healthcare organizations contributes to the improvement of methods of forecasting the 

needs of the population in medical services and new technological innovations could draw a trend in med-

ical services.  
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In 2020 the Auditor General of the Republic of Lithuania Mindaugas Maciauskas spoke about his 

vision of the State Audit Office of the Republic of Lithuania and emphasized the importance of presenting 

examples of best practices to the public, and not just focusing on the problems identified in the audited 

bodies (Chaker & Abdullah, 2011). However, analyzed audit reports, both private and public, indicate that 

there is no description of the positive aspects of the activities of healthcare organizations. Thus, there is 

no presentation of good examples to the public, and reports lack of information on the inclusiveness of 

audit and the possibility of analyzing data from information systems of state bodies. 

After analyzing audit reports of the healthcare organization, authors propose following recommenda-

tions: 

− To supplement table #5 with an illustration of examples, the Unified database, which should function 

in accordance with the Law “On State Audit and Financial Control”. This table should also be provided 

in the procedural standards of auditing of governmental audit bodies and private audit companies; 

− Integration of financial statement audit and performance audit data is inevitable. Therefore, the au-

thors propose to finalize the audit procedural standards with additional Tables #3,4,5. This integration 

will make it possible to compare data for different periods, and according to the serious deviations that 

have arisen, it will be possible to select the riskiest objects according to the ISSAI requirements; 

− Foreign experience shows the need to use the potential on of Internal Audit Services in preventing 

deficiencies. In Kazakhstan, the Health Code provides both Patient Support and Internal Expertise Ser-

vices. However, the results of the work of these Services and their recommendations are not consid-

ered in decision making process.  

The authors recommend developing the requirements of audit standards to identify the leadership 

qualities of managers.  

To conclude the discussion, authors suggest that the Ministry of Health together with the Ministry of 

Finance should harmonize approaches to the methodology of Patient Support Services, comply with inter-

nal expertise as well as external expertise with procedural audit standards. In the future, this will help to 

reduce the scope of the audit, therefore, reduce the cost of the audit and allow state bodies to focus on 

the most important risks. 
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 Compliance with the principles of ESG is becoming one of the prerequisites 

for companies operating in global markets, and a necessary condition for 

maintaining their competitiveness. First of all, this is due to the conditions for 

entering foreign markets and the changing priorities of investors, since the 

company's compliance with the principles of ESG has a direct impact on their 

image as a responsible environmentally and socially oriented company. 

Worldwide, the tourism and hospitality industry is represented mainly by 

small and medium-sized enterprises, for which participation in the ESG rating 

is not a priority. However, given the rapid spread of the ESG ideology in the 

financial sector and the possible, in connection with this, restrictions on ob-

taining credit resources, it may be an incentive to comply with the principles 

of ESG in the work of enterprises in the tourism and hospitality industry, af-

fecting the competitiveness of the economy, both as a whole country and the 

economy region. The aim of the study is to analyze the competitiveness of the 

region's economy using the example of ESG technologies and their impact on 

the tourism industry, as a result of which problems and ways to solve them 

were identified, including the desire to promote the development of tourism 

and key business processes in this industry that affect competitiveness, such 

as the economy as a whole and the region. 
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INTRODUCTION 

Taking into account current trends and the ongoing macroeconomic conditions for the functioning of 

industries, it is necessary to expediency improve the processes and management mechanisms. Kazakh-

stan, acting as an attractive country for attracting foreign investment, and applying strategic planning can 

successfully withstand new global challenges and threats. For many of the world's largest companies, sus-

tainability is seen as the key to minimizing risk, increasing resilience, increasing competitiveness and un-

locking new opportunities. More and more investors, especially in the West, when making decisions about 

investing in a particular company, take into account its impact on the environment. The rapid growth of 

responsible investment is forcing corporations to follow global trends. The concept of sustainable develop-

ment has recently received increased attention from both the world politicians and the business sector. 

In the modern sense, sustainable development is economic growth that ensures the satisfaction of 

the needs of the present generation without depriving the possibility of economic growth and meeting the 

needs of future generations. The concept is based on the idea of balanced development of society, econ-

omy and ecology.Company performance standards based on environmental protection, creation of favor-

able social conditions, conscientious attitude towards employees and customers, good corporate govern-

ance are fully reflected in the ESG strategy. 

An important area of integration cooperation between the countries of the Eurasian Economic Union 

(hereinafter referred to as the EEC) in the context of a sharp aggravation of global resource, environmental 

and climate problems should be the development of coordinated approaches and organizational and man-

agerial mechanisms. 

 

 

1. LITERATURE REVIEW 

ESG is a set of tools for achieving the sustainable development goals declared by the UN, focused on: 

a) ecology (environmental); b) social responsibility (social); and c) corporate governance (governance) (Fig-

ure 1). 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. ESG Toolkit 

Source: Compiled by the authors 
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In other words, this is an approach when planning commercial activities, when, with economic efficiency, the 

requirements of environmental safety are observed, and the activity itself is associated with the general course of 

development of the territory. Hence the requirement for modern business to remain socially responsible and not harm 

the environment. Only in the case of a combination of all three rules (social mission, environmental neutrality and 

economic growth), sustainable development of the economy in general and companies in particular is possible. 

With the popularization of the sustainable development movement, the trend towards balanced management is 

growing, helping to develop a green economy. Most companies are interested not only in success, but also in strength-

ening the potential of human and natural resources. 

When it comes to tourism and tourism branding specifically, sustainability is important for economic efficiency. 

Only if the goals of the companies and the administration of the region coincide, the sustainable development of the 

industry and the formation of a special tourism brand, with which the region will be associated with potential guests, 

is possible. 

In the travel industry, the ESG approach is a tool that companies can use to navigate the economic and political 

turbulence in the marketplace. Sustainability initiatives help: 

− to form regional tourist brands; 

− to reduce harmful emissions into the atmosphere; 

− to promote tourism products of the administrative resource; 

− to attract local businesses. 

 

Green transformation standards were originally set in developed countries, largely to implement the 

technologies they developed in large markets. 

The process of regulation of the tourism sector is carried out by a large number of related organizations 

involved in promoting the development of world tourism, taking into account the state interests of various 

countries on the basis of creating a system of international legal regulation, studying the problems of tour-

ism (Omarova et al., 2021). 

In the context of improving the quality of life of the population, economic development plays an im-

portant role in increasing innovative activity as the basis for the country's competitiveness. Since tourism 

not only generates foreign exchange and positively affects the country's balance of payments and total 

exports, but also allows you to increase the inflow of foreign exchange, replenishes the budget, reduces 

unemployment, expands the labor market, increases the income of the population and living standards, 

and, ultimately, leads to prosperity and sustainable development of Kazakhstan, the development of tour-

ism has long-term and economically favorable prospects (Tolepov et al., 2022). 

In recent years, a lot of works devoted to the ESG concept have appeared in foreign and domestic 

scientific literature, in particular, the work of R. Gregory (2022), A. Plastun et al. (2022), P. Vilas et al. 

(2022), E. Divaeva (2022) and others. It is worth noting the works devoted to the study of issues of respon-

sible financing M. Oehmke & M. Opp (2020), V. Sukhacheva & O. Bichurin O. (2022) and others. However, 

the issues of ESG transformation in the tourism and hospitality industry remain little studied. It should be 

noted the work of G. Ionescu et al. (2019), which examines the impact of environmental, social and man-

agement ESG factors on the value of 73 companies from 17 countries in the travel and tourism industry. 

In the article M. Morozov & N. Morozova (2022) identified the reasons that will contribute to the active 

ESG transformation of enterprises in the tourism and hospitality industry, including changes in the policy 

of providing responsible investments mainly to companies with a high ESG rating, ensuring the competi-

tiveness and attractiveness of enterprises in the tourism and hospitality industry in the global market ser-

vices. Tourism, as a form of foreign economic activity, formed under the influence of the process of glob-

alization and integration of the world economy, the deepening of the economic, political, cultural and social 

space, causes interest in assessing the sustainability of the development of regions in order to form a 

system of indicators that affect its development, as a tool for unification and systematization management 

processes and factors influencing the achievement of goals in compliance with the principles of ESG. 

 

Tourism is a highly profitable intersectoral complex, one of the main exporters of the world economy, 

contributing to the strengthening of various economic, political, cultural and other ties between countries 

and regions, and also has the character of a social orientation of the development goals of modern society. 
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New realities and growing demand from consumers open up additional business opportunities. The desire 

to take care of innovative technologies in the tourism industry, implemented at the level of not just repu-

tational solutions, but key business processes, should help strengthen the business in the long term. Shift-

ing to safer energy patterns and the pursuit of locality help reduce costs and free up capital for needed 

improvements and adaptation to changing living conditions. The offer of new products, created in balance 

with the environment, will satisfy the demand of more demanding customers who are increasingly thinking 

about where, how and what products are made of. 

For the modern Kazakhstani economy, the most relevant are the problems of ensuring the economic 

financial stability and competitiveness of large enterprises. Given the significant role of large companies 

in ensuring economic and strategic security, employment of the working population and raising its living 

standards in the new geopolitical conditions, it is necessary to pay special attention to the development of 

the industry and provide it with significant investment support, as the leading world countries do. 

Knowledge of the impact of regional economic well-being on global resource use and environmental emis-

sions has increased significantly in recent years. The key point, according to L. Yang et al. (2020) is to 

account for environmental impact based on consumption, which is associated with regional consumption, 

with the exploitation of natural resources and the impact on the environment, both within the region and 

beyond. 

In recent years, the attention of the world community to the impact of business on the environment 

and the development of the tourism cluster has been steadily growing. Adopted in September 2015 by the 

leaders of 193 countries, the 2030 Agenda for Sustainable Development together with 17 Sustainable 

Development Goals (SDGs) require the concerted efforts of all participants in the process of social repro-

duction, and especially the business community. Large companies are beginning to declare their commit-

ment to SDGs, but the tools for evaluating the efforts made are not developed, which makes it difficult to 

analyze the attractiveness of a new business model built on the basis of adherence to the principles of 

sustainable development of ESG. 

According to Z. Wang (2021), many companies currently focus on profitability and short-term return 

on investment and neglect their impact on the environment, society and long-term growth. A better under-

standing of corporate sustainability and sustainable competitive advantage will allow the company to 

achieve sustainable growth. The relationship between corporate sustainability and competitiveness has 

attracted a lot of interest among scholars, but results have been fragmentary and inconclusive (Cai and Li, 

2018; Hussain et al., 2018; Rezende et al., 2019). The use of resources has led to increased pressure on 

the environment. Increasing scientific evidence of the detrimental impacts and undesirable social and 

environmental consequences of this trend has increased external pressure on companies to respond to 

these challenges and address issues related to climate change, social and environmental changes (R. 

Lubberink et al., 2017). 

Kazakhstan is facing serious environmental challenges that affect the regional economy and shape 

new realities. Such challenges include land degradation and desertification, mismanagement of urban 

infrastructure, industrial and historical waste, air pollution and depletion of water resources, which nega-

tively affect both the population and the development of the economy. According to the 57th step of the 

nation's plan "100 concrete steps to implement the five institutional reforms of the head of state", attract-

ing anchor investors with successful experience in creating tourism clusters is one of the most important 

tasks for tourism development.  The State Program for the Development of the Tourism Industry of the 

Republic of Kazakhstan sets a goal - to ensure the share of tourism in GDP of at least 8% by 2025, as well 

as an increase in the number of people employed in the industry up to 650 thousand people. This will 

mean the growth of the industry, on average, 2 times the growth of GDP. Prioritization and targeting of 

resources are essential elements for success in achieving such targets. 
 

 

2. RESEARCH METHODOLOGY 

The Republic of Kazakhstan attaches great importance to the development of tourism as a cluster, 

therefore, the program for the development of the tourism industry of the Republic of Kazakhstan for 2019-

2025 defines priorities that ensure the formation of ecological, cultural and ethnic zones in order to 
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increase the competitiveness of the territory in the tourism market. Among the CIS countries, Kazakhstan 

occupies a leading position (Figure 2). 
 

 

 
Figure 2. Dynamics of the total value added of the contribution of tourism to GDP among the CIS countries for 

2019-2021, million dollars 

Source: Compiled by the authors according to https://openjicareport.jica.go.jp/ 

 

 
The contribution of tourism revenue to economic growth varies from country to country. Tourism is a 

major economic activity in many parts of the world (Butnaru & Haller, 2017; Grubor et al., 2019). In 2021, 

almost 32,000 projects worth 1.3 trillion tenge were signed as part of the “Business Roadmap-2025” 

program, of which the amount of subsidies paid amounted to 96.1 billion tenge. For comparison: in 2020, 

13.5 thousand projects were signed for the amount of 801.9 billion tenge and 43.9 billion tenge of subsi-

dies were paid (Figure 3). 

 

 

 
Figure 3. Results of the implementation of financial programs in the Republic of Kazakhstan 

Source: Compiled by the authors according to https://damu.kz/ 
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assumed obligations. Therefore, last year in our country all the necessary legal environment for "green" 

financing and a new Environmental Code were formed. Within its framework, a Taxonomy of "green" pro-

jects was introduced, aimed at improving the efficiency of using existing natural resources, reducing the 

level of negative environmental impact, increasing energy efficiency, energy conservation, climate change 

mitigation and adaptation to climate change. 

Conducting activities by organizations, enterprises, companies in compliance with the principles of 

ESG - respect for nature and people - is becoming a global trend. This is evidenced by the growing numbers 

of foundations of organizations that abide by these principles. And in the future, according to experts, 

enterprises that do not follow them will simply have no place on the market. More and more investors 

around the world are opting for organizations that abide by these principles. And this is not without com-

mon sense, since compliance with ESG standards allows minimizing environmental, social and corporate 

risks and, in general, has a positive impact on the activities of the entire organization. 

In 2020, the number of global ESG funds grew from 4,153 to 7,486 by September 2021. At the same 

time, the growth included not only the launch of new funds, but also the inclusion of ESG factors by existing 

funds in their investment model. Experts noted that the trend intensified in 2019-2021 and beyond, also 

because simple human joys came to the fore during the pandemic. 

According to a 2021 PwC survey, 76% of consumers surveyed will stop buying products from compa-

nies that have a negative attitude towards the environment, employees or the community in which they 

work. And 86% of employees prefer to support or work for companies that care about the same things they 

care about. 79% of investors believe that ESG risks are an important factor in their investment decisions, 

and 75% believe that ESG issues should be addressed, even if it reduces profitability in the short term. 

Nearly half of those surveyed - 49% - are ready to abandon companies that do not take sufficient action 

on ESG issues. 

The amount of funds that have been invested in funds focused on the ESG agenda has grown in recent 

years (Figure 4). 

 

 

 
Figure 4. Indicators of the growth of financial resources in ESG funds for the period from 2016-2021, trillion USD 

dollars 

Source: Compiled by the authors according to https://www.inform.kz/ 
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principles of ESG, following the global trend. And here the main task should be not just the desire to posi-

tion itself as a country with socially responsible business activity, but a real improvement in the impact on 

the environment and on important social indicators, which, moreover, will increase the investment attrac-

tiveness of the country on the world stage. 

According to the World Bank, Kazakhstan's GDP in 2021 was $191 billion compared to $171 billion 

in 2020. This makes the country the 54th largest economy in the world with a share of 0.2% of global GDP. 

According to the forecast of the Asian Development Bank, Kazakhstan's GDP growth in 2022 will be 3.2%. 

In January-July 2022, this figure was 3.3%. Kazakhstan has its own taxonomy of green projects, it is 

planned to develop a taxonomy of social projects. In 2021, a taxonomy of green projects was approved in 

Kazakhstan, consisting of seven groups, one of which is sustainable agriculture, land use, forestry, biodi-

versity conservation and ecological tourism. 

Kazakhstan continues to actively engage in the implementation of ESG principles in the economy. This 

is accompanied by the launch of new power plants using renewable energy sources, as well as environ-

mental business initiatives. It is important to understand that the successful growth of the tourism industry 

and the cumulative positive effect on the economy of Kazakhstan are possible only with a clear and con-

sistent implementation of the country's strategy for the development of the industry. Such tourism oppor-

tunities make Kazakhstan unique and provide opportunities for harmonization with the tourism market 

and intensive development of domestic tourism, which will contribute to sustainable growth in employment 

and income, promote the development of tourism-related industries, boost tourism in the national econ-

omy and increase investment. 

 

 

3. APPLICATION FUNCTIONALITY 

Analysis of the construction of a trend model to determine the forecast values of the indicator "Volume 

of services in the field of the tourism industry: creativity, art and entertainment" for 2023-2025. In order 

to determine the forecast values of the indicator "Volume of services in the tourism industry: creativity, art 

and entertainment" for 2023-2025. a linear trend model was built. The forecasting procedure included the 

following steps: Checking the time series for anomalous observations. For this, the Irwin criterion was used 

(Table 1). 

 
Table 1. Checking for the presence of anomalous observations in the time series 

Year 

The volume of services in the field of 

the tourism industry: creativity, art 

and entertainment, million tenge 

Observed value of 

the Irwin  

criterion 

Calculation formulas 

2011 17 053,0  

Observed value of the Irwin criterion

11,2,
1

=
−

=
−

t
yy

y

tt

t


  

 

Critical value of the Irwin criterion 

5,105,0 =  

2012 20 371,4 0,217 

2013 24 601,6 0,276 

2014 29 263,0 0,304 

2015 29 827,7 0,037 

2016 31 684,0 0,121 

2017 48 557,0 1,102 

2018 55 063,0 0,425 

2019 55 129,8 0,004 

2020 55 855,7 0,047 

2021 55 096,7 0,050 

Source: Compiled by the authors according to https://www.stat.gov.kz 
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With a probability of 95%, it can be argued that the original time series does not contain anomalous 

observations, since all observed values of the Irwin criterion are less than the critical one. 

1) Using the criterion of "ascending" and "descending" series, it was found that the considered time series 

contains a trend component (Table 2). 

 
Table 2. Checking for a trend 

General view of the criterion of "ascending" and "descending" 

series 

(violation of at least one inequality is sufficient for a trend to exist) 

Estimated values 

with a chance of error

0975,005,0    

( ) 
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Source: Compiled by the authors 

 

 
To approximate the initial data, a polynomial of the first degree was chosen as the growth curve: 

tt taay ++= 10 , 

tyt 542,4914104,46011 +=
 

The quality of the obtained model was assessed in two directions: the adequacy test and the accuracy 

assessment of the model. The results of the analysis of a number of residuals in order to check the model 

for adequacy are shown in Table 3. 

 

 
Table 3. Checking the adequacy of the model 

Property under test 

Used statistics 
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Source: Compiled by the authors 
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a value that indicates a good level of model accuracy. Thus, the model is of sufficient quality and can be 

used for forecasting. 

To calculate the point forecast, the corresponding values of the factor were substituted into the con-

structed model knt += .  To build an interval forecast, a confidence interval was determined at a signifi-

cance level of . The width of the confidence interval was calculated using the formula: 
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To build an interval forecast, a confidence interval was determined at a significance level. The width 

of the confidence interval was calculated using the formula: 
 

 
Table 4. Point and interval forecasts of the indicator "Volume of services in the field of the tourism industry: creativ-

ity, arts and entertainment" for 2023-2025 
 

Year kn +  ( )kU  
Point forecast, 

million tenge 

Interval forecast, 

million tenge 

Max Min 

2023 13 12 643,60    65 358,61    52 715,01    78 002,20    

2024 14 13 159,87    69 850,15    56 690,27    83 010,02    

2025 15 13 731,48    74 341,69    60 610,21    88 073,17    

Source: Compiled by the authors 

 

 

CONCLUSION 

Kazakhstan has all the prerequisites for the development of the industry and great chances to attract 

tourists from such niche segments as ecotourism, sports and business tourism. It is important to under-

stand that the successful growth of the tourism industry and the cumulative positive effect on the economy 

of Kazakhstan are possible only with a clear and consistent implementation of the country's strategy for 

the development of the industry over several years. 

This study provided evidence that "foreign direct investment" is one of the factors for tourist attraction. 

The main conclusion confirmed the positive role of "political stability" in increasing the number of tourist 

arrivals. First, attracting tourists to a country always creates a lot of problems for its government. Over the 

past decades, it has been observed that although there are many documents confirming that tourism can 

help promote other tourism related services. 

Focusing on the implementation of ESG principles in the tourism industry of the Republic of Kazakh-

stan, the following can be proposed: 

In general, for the tourism industry: 

A) in the block of environmental aspects - measures to reduce the harmful impact on the environment, 

including steps to improve the energy efficiency of infrastructure, the use of new technologies and the 

introduction of renewable energy sources in the work of resorts, as well as the reduction of greenhouse 

gas emissions and rational waste management. In addition, prioritize procurement of environmentally re-

sponsible suppliers, as well as take into account certification in the field of environmental responsibility; 

B) in the social section of the sustainable development of resort areas and hotels - the use of tools for 

relations with various social groups. Particular attention is paid to a responsible approach to hiring employ-

ees and their involvement in the sustainable development agenda. Also, emphasis should be placed on 

creating an accessible environment in the resort area for people with disabilities, through the installation 
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of ramps, light panels and other necessary elements. Moreover, in social aspects, indicate and apply the 

support of local culture and local producers; 

C) in terms of economic and managerial aspects - the creation of an integrated management system 

for the sustainable development of the resort business, which implies, among other things, obtaining pos-

itive economic effects by reducing risks and increasing customer loyalty. When assessing the economic 

efficiency of projects for the construction and reconstruction of facilities in the resort area, environmental 

and social risks should be taken into account. 

For tour operators and agencies: 

A) in the environmental block - expanding the range of environmentally responsible tours. For example, 

add a set of proposals in the field of ecotourism, and in the process of developing tours, consult with 

specialized specialists, introducing the principles of a "green office" (separate waste collection in central 

offices and points of sale); 

B) the social part - relations with both customers and employees and partners, with an emphasis on 

creating tourism products for customers whose needs may differ significantly from the "average" tourist. It 

is necessary to focus on social responsibility to employees, their education and awareness in sustainable 

development, including in order to prepare for qualified assistance to clients with the choice of "sustaina-

ble" tourism products, responsibly approaching customer requests related to the selection of "sustainable" 

travel options; 

C) economic and managerial aspect - to build the principles of sustainable development into the cus-

tomer experience management system in order to increase customer loyalty. Take into account the re-

sponsibility to customers in conditions of force majeure - such as, for example, a pandemic or restrictions 

on the international movement of tourists. 

Current trends in the development of the global hospitality industry show that environmentally friendly 

accommodation facilities are becoming increasingly popular. Tourists are increasingly opting for such ac-

commodations and are willing to pay more when it comes to environmentally friendly products and ser-

vices. Thus, the intensive development of eco-direction in the hospitality industry is becoming more and 

more relevant. 

The competitiveness of the region's economy by attracting investment and financing to the tourism 

industry will contribute to: 

A) an increase in the use of environmentally friendly and energy-saving technologies and processes in 

the construction and operation of facilities, which, in turn, will positively affect the image of facilities that 

use such technologies, attracting more tourists; 

B) intensive development of air traffic through the introduction of new routes, the creation of new (low 

cost) air carriers, the modernization of existing airports and the construction of new ones, which, together 

with the growing use of the Internet, will increase the number of trips; 

C) the growing use of the Internet to search for and purchase tourism products, necessitating the 

presence of an Internet presence of companies, both for advertising and for the sale of tourism products; 

D) the growth in the use of various technological applications in all sectors related to tourism - appli-

cations for smartphones related to tourism and hospitality, GPS for cars, etc. 
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